
Automated Downtimes set by an active check

Set downtimes on related hosts/services automatically
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VMware ESXi hosts are usually set to maintenance by hand

• Setting the downtime in Checkmk is an additional manual task
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VMware ESXi hosts are usually set to maintenance by hand

• Setting the downtime in Checkmk is an additional manual task

• Solution

• check that monitors if the service „Maintenance Mode“ has „is in maintenance mode“ in the plugin output

• If so => set host into downtime 

• If not => remove downtime

• Simple installation via MKP and configuration of active check in the GUI
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Criteria: Host downtime Target: auto dependencies 

• e.g. preventing dependend hosts & services 
(mainly switch ports) from raising alerts when a 
host is worked on

• In CMK manually set a downtime on a host

• automatically set downtimes on hosts + services 
containing the hosts name and also 
child-hosts defined via parent child relations

Supported use cases

Further setups customers currently use:
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Host downtime + setting service-downtimes 

• e.g. preventing HTTPS-Checks (on the 
loadbalancer) to raise alarms when the web 
server is updated

• In CMK manually set a downtime on a host

• Automatically sets a list of specified services into 
downtime

Service sets other service into downtime

• E.g. database is in downtime, web application will not 
respond 

• Reacts on plugin-output of a service



Downtimes based on host and service states

• Host state

• Service state 

• Complex state via BI aggregation services, 
e.g. set all NTP-checks in downtime,
 when the BI aggregation indicates that all NTP-servers are down

Future use cases
In upcoming release we will also support those use cases
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When the plugin is running it looks somewhat like this:

In the details some extra infos can be seen:

and created downtimes look like this:

But first we need some configuration:

Configuration
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The configuration consists of 5 parts

1) Name of the service (choose as you like)

2) Defining criteria, i.e. which host/services to observe

3) Define hosts/services that should be set to downtime

4) How long to set the downtime (how often do we have 
to renew)

5) Options for connecting to the API and working in 
distributed setups

Configuration
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Fully automated

• This option searches for hosts and services 
which contain the name of the host the plugin 
is bound to

• Also includes children defined via parent-child-
relationships

• Optionally allows to include services defined 
by regex

• Downtimes are applied recursively for 
dependencies of dependencies

• i.e. Downtime on SRV-ESX-01  => Downtime on 
SRV-ESX-01-ILO => Downtime on „Interface SRV-
ESX-01-ILO“ on network switches

Dependency detection
Multiple modes for detecting dependencies are available:

07.06.2024

Dependency detection

13



Manual selections

• Define dependencies for hosts and/or services 
via regex

• Also useful for dependencies between 
databases and applications

Dependency detection
Multiple modes for detecting dependencies are available:
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• Central and remote

• Livestatus doesn‘t cut it, lets migrate to the Rest-API

• Uh, oh, Performance went down

• Rest-API is much more powerful, but also much slower than Livestatus

• Now we have mix of 

• Livestatus (where sufficient)

• Rest-API (do as much as possible in one call)

• Caching

“There are only two hard things in Computer Science: cache invalidation and naming things.”
- unknown number of smart people 

Thorny technical challenges 
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• „Automated Downtimes“ on exchange.checkmk.com 

• https://github.com/svalabs/check_mk_automated_downtimes

   => Code contributions welcome <=

• FAQ:

1. Is it free? - Of course

2. Does it work on CRE? – It sure does.

3. Does it work with distributed sites? – Yes ☺.

How to use / contribute
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https://github.com/svalabs/check_mk_automated_downtimes
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