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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration

TE
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Dashboards are used by many users
How do you get an overview of your infrastructure with Checkmk?

TE
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Many users customize dashboards
Are you using built-in or custom dashboards?
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Building dashboards can be challenging
How easy or difficult do you find it to create custom dashboards from scratch?
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Letʼs try it.  

???



7

Letʼs try it.  

???



8

Letʼs try it.  



9

Letʼs try it.  



10

Letʼs try it.  



11

Letʼs try it.  
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Letʼs try it.  
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Letʼs try it. Itʼs not so bad. Right?
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Letʼs build a proper dashboard … without a filter
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Filters. What filters?
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Filters. Are. Powerful. 
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Filters. Are. Powerful. 
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Filters. Are. Powerful. 



19

Filters. Are. Powerful. Hidden. Complex. 



Easier dashboard creation
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Areas we plan to improve

Dashboard Dashlets / Graphs

, Dashboard properties 

, Context / Search filters

, Dashlet / graph selection

, Metric / graph selection

, Moving / selecting / sizing dashlets

, Dashlet / graph preview mode 

        Guided process for dashboard creation



Filters reimagined 
Design concept I



Filters reimagined 
Design concept II
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But what about ‘responsiveʼ dashboards?
We will experiment with a new layout mode for dashboards: grids*

* Yes, like bootstrap grids
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Dashboards are nothing without … 



25

Most are happy. But is this enough?
How satisfied are you with the current graph interactions such as panning?
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Especially if the capabilities already exist …
… but are just hidden



Changing time ranges on the fly
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
& development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

TE



Service discovery

2.3 2.4

6.2s 2.2s

Activate changes 5.6s 2.4s

Parameters of this service 2.5s 0.7s

Manpages 3.0s 1.0s

Bake agents 4.9s 2.7s

Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM.

Adding 8 services manually 35.1s 8.0s

2.5

?

?

?

?

?

?

TE
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… some things will always need time … SNMP

TE
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If it will take long, at least the user needs to know

TE

How do you experience the feedback you get when loading is slow in these areas? 
ãService discovery]
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Your feedback… Your ideas.

TE

‘You never know if Checkmk responding or notʼ

the only indicator that anything is happening at all is that the 
browser's address bar has changed to its "loading" look.̓

‘any information that the page is still loadingʼ

‘Time progressed ... 3,2,1ʼ

‘a classic loading spinnerʼ
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Coming in 
2.5.0

TE

Loading spinners
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TE

Implemented in more places in 2.5.0

Confirmations
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Page skeletons

Maybe in the future

TE



Service discovery

2.3 2.4

6.2s 2.2s

Activate changes 5.6s 2.4s

Parameters of this service 2.5s 0.7s

Manpages 3.0s 1.0s

Bake agents 4.9s 2.7s

Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM.

Adding 8 services manually 35.1s 8.0s

2.5

?

?

?

?

?

?

TE

If possible, we will always try to fix 
problems at the source
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
& development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

TE
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TE

curl -X 'GET' \
  
'https://prod.blume.net/master/check_mk/api/1.0/objects/
host_config/example.com \
  -H 'accept: application/json'
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400+ werks later … time for a versioned REST API

2.3.0 2.4.0 2.5.02.1.0 2.2.02.0.0

1.0 1.0 ?1.0 1.01.0

Checkmk

RESTAPI

TE

145 85 -57 10810
RESTAPI werks*

* werks are allocated to the release in which release cycle they were fixed

Feature depth (endpoints)

Stability



40

So, just version the API!
Challenges

Typical RESTAPI applications Checkmk

Web-based áSaaSâ Self-hosted

One version in the field Multiple versions in the field

Continuous releases Yearly major & (bi-)weekly patch releases

One edition Multiple editions



/api/v1/*
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Endpoint or top-level versioning?
Versioning scheme

Top-level versioning

Endpoint versioning

TE

/api/fruits/v1

/api/veggie/v2

Top-level versioning
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Semantic versioning  

TE

1.0.0 v1

Compatible bug fix 
→ New PATCH version 1.0.1 v1

New compatible functionality 
→ New MINOR version 1.1.0 v1

Breaking change 
→ New MAJOR version 2.0.0 v2
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Within a Checkmk major version, all published REST 
API versions will be continuously supported.

TE
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Smooth migration between major versions possible

TE
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Old stable versions will only receive compatible fixes

TE



Our principles for Checkmk
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Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

Monitoring platform 
Secure & scalable. 

TE
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Checkmk 2.4 introduced a new platform for features
Guided configuration
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Checkmk 2.4 introduced a new platform for features
Slide-ins for on-the-fly editing
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Checkmk 2.4 introduced a new platform for features
In-page validation
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Checkmk 2.4 introduced a new platform for features
Tooltips
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The foundation for a great Checkmk UI 

Interactive UI
No more full 

page re-rendering 

Immediate 
feedback

Dynamic 
pages

Lower CPU 
usage

Faster user 
interface

More performance
Due to rendering 
in the front-end



, Custom graph editor
, Activate changes slide-in
, Host validations
, Spinners
, Skeletons
, … hopefully new rulesets 

everywhere → in-page validation
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The new UI platform has arrived …
… partially

2.4.0 2.5.0

, Build the new UI platform
, Implement new UI features with it

+ Notifications
+ Quick setup

, Replace elements of the UI
+ Dynamic configuration: 

Add connection



The probe
A new approach to distributed monitoring
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Monitoring segmented networks with Checkmk

LM

Central site

 

 

Remote site

Switch

Switch
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Different reasons to go distributed

LM

Organization

Access 
control

Availability

Minimal blast 
radius

Security

Segmented 
networks

Connectivity

Unreliable 
connections

Performance

Horizontal 
scaling



56

This form of distributed monitoring brings a lot of 
value

LM

Scalability

, Network bandwidth efficient

Reliability

, No reliance on central site
, No data gaps, no data jam
,   Self-contained remote sites

Simplicity

, Add + remove remote sites 

Full featured 
Checkmk
required



Site 

Monitored devices 

API clients

Grafana 
data source

Notification 
targets

Automated 
actions

Metric 
exporters

UI & REST API

Monitoring core
incl. helpers

current state

History

Metrics

agent & piggyback tmp 

Events

Redis cache

Check engine
Checkers & Fetchers

liveproxyd

Other site Other site

Config

dcd

Event console
mknotifyd

livestatus

piggyback-hub

rabbitmqagent-receiver

syslog SNMP 
traps

livestatus
spool

livestatus HTTPdisk livestatus

disk

SNMPHTTP
API

agent 
push

disk
AMQP

disk

disk

disk

disk

SSH, HTTP, …

Mail, HTTP, …

Active 
checks

agent 
pull



58

But comes with some requirements

Remote sites …

… are not 
light-weight

… require 
maintenance

… do not push 
data centrally

Our SaaS solution  …

… is hands-off

… is hassle-free
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A light-weight probe for segmented networks 

Central site

 

 

Switch

Switch

Checkmk
Probe



Probe

Monitored devices 

Fetchers
Config

SNMPHTTP
API

Scheduler

Central site UI

Config
sync

Ad-hoc
Commands

E.g. discovery

Checkers

Agent receiver

Monitoring core



SaaS probe Remote site

Functionality Minimalistic Complete

Deployment Lightweight container Full application / fat container

Load distribution Only for fetching data Complete

Centrally manageable Complete Only config

Updates Seamless and reliable Manual + migrations

Reliability Only buffering data Independent, complete

61

SaaS probe tackles complete different use case
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The probe will be released first for SaaS

Checkmk Cloud 
áSaaSâ

Checkmk 
áCloud & MSPâ



Product telemetry
Powering data driven product decisions
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We validate our product decisions with users

Surveys Ideas Interviews



Are we talking to the right people?
Problem #1



Are we talking to the right people?

Problem #2
What one says does not always match with 
what one actually does

Problem #1
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Problem #3

What about the 
other 90%?
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Transparent data collection
You see what you send us.

The code is open-source. 

You can review the machinery.

Privacy first
Minimal approach - only relevant data

Anonymized data

Aggregated information

Product telemetry that works for Checkmk 
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Things weʼd like to understand

69

Which check 
plug-ins do 

you use?

Which rules 
do you use?

And how 
many rules?

Which 
notification 
methods do 

you use?

Which global 
settings do 
you change?

Do you use this 
specific 
feature?

Which browser? 
What screen 
resolution?



Infrastructure

Applications

User experience Synthetic Monitoring

Hybrid 
IT Monitoring

70

Data center Cloud

Full Stack 
Observability

LM
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Stream 1
Integrating OpenTelemetry 

& Prometheus metrics
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Otel + Prometheus

Monitoring modern applications 
Status quo in 2.4



Checkmk Server
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Architecture of OTel / Prometheus integration

Application

Open
Telemetry 
Collector

/metrics

OpenTelemetry 
Collector

file 
exporter

Special 
Agent



It works like a charm.
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The OpenTelemetry monitoring workflow
Pick up metrics

From the collector
Compute 

host name
Convert metrics 

to services Create alerts

Checkmk 2.4

Checkmk 2.5

It works. 
Launched as experimental feature. 
So that we have the freedom to make fundamental changes.
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More authentication options
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts

Planned for 2.5

More than just basic 
authentication.
e.g. 
● mTLS
● Bearer token
● OAuth2
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Simpler host name computation
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts
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Simpler host name computation
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts

"resource": {

   "attributes": [

      {

         "key": "k8s.pod.name",

         "value": {

            "stringValue":  "shop-adservice-6c67b-w84zn"

         }

     },

     {

        "key": "k8s.namespace.name",

        "value": {

           "stringValue": "otel-demo"

        }

    },
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Simpler host name computation
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts

Checkmk 2.5
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Convert to proper Checkmk metrics
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts

Convert to proper 
Checkmk metrics
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Handling multi-dimensional OTel metrics
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts

Ability to pick select / all 
metrics for conversion

Basic math operations, 
e.g. sum of *



81

Piggyback onto existing check plug-ins
Pick up metrics

from the collector
Compute 

host name
Convert metrics 

to services Create alerts
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Stream 2
A new data backend 

for Checkmk

Stream 1
Integrating OpenTelemetry 

& Prometheus metrics
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Applications – less predictable than hardware …
… from a monitoring perspective

process.runtime.dotnet.gc.heap.size

shop-adservice-6c6-w84z

process.runtime.dotnet.gc.heap.size

shop-adservice-2de-a12b

Application metrics can be short-lived.
Metric metadata can change, if the application changes.

Time
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Application metrics are nothing without metadata I
{

  "resourceMetrics": [

    {

      "resource": {

        "attributes": [

          {

            "key": "k8s.pod.name" ,

            "value": {

              "stringValue": "shop-adservice-6c67b-w84zn"

            }

          },

          {

            "key": "k8s.namespace.name",

            "value": {

              "stringValue":  "otel-demo"

            }

        },

Like a metric. Volatile
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Application metrics are nothing without metadata II 
# TYPE process_runtime_gc_heap_size gauge

process_runtime_gc_heap_size{gen="gen0"} 3006656

process_runtime_gc_heap_size{gen="gen1"} 140784

process_runtime_gc_heap_size{gen="gen2"} 1917432

process_runtime_gc_heap_size{gen="loh"} 4037600

"name": "process.runtime.gc.heap.size",

"description": "...",

"unit": "bytes",

"sum": {

  "dataPoints": [

    {

        "attributes": 

        [ { "key": "gen",

            "value": { "stringValue": "gen0" } } ],

        "startTimeUnixNano": "1746576910472164600",

        "timeUnixNano": "1747159750420100800",

        "asInt": "3006656"

    },

    {

        "attributes": 

        [ { "key": "gen",

            "value": { "stringValue": "gen1" } } ],

# TYPE http_client_request_duration_seconds 

histogram

http_client_request_duration_seconds_bucket{

 http_request_method="POST",

 http_response_status_code="200",

 network_protocol_version="1.1",

 server_address="shop-otelcol",

 server_port="4318",

 url_scheme="http",

 le="0.005"

} 61820
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Applications require a different approach to 
monitoring

Application metrics can be short-lived

Application metadata can be very dynamic

Application metrics can be multidimensional

Application metrics are identified by metadata

For users:
Explore.
Query.
Understand.



Host

Service

Service
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Requires a new approach to metrics

Host

Metric

Metrics backend

Metric

Metric

Metric

Metric

Metric

Metric

Service

Metric

Service

Graph Metric

Graph



Checkmk Server
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Integrates well into our application monitoring stack

Application

Open
Telemetry 
Collector

/metrics

OpenTelemetry 
Collector

file 
exporter

New
Metrics 

Backend

Special 
Agent

backend 
exporter Graph 

designer
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The end of RRD based host & service metrics? 

RRD

New metrics backend

2.4.0 2.5.0 2.6.0 2.7.0

?

2.8.0



Infrastructure

Applications

User experience Synthetic Monitoring

Hybrid 
IT Monitoring

Self-
hosted  SaaS

90

Data center Cloud

Full Stack 
Observability




