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Link to video: here!

https://www.youtube.com/watch?v=qarT5y1YJ64


Service discovery

2.3 2.4

2.8x6.2s 2.2s faster

Activate changes 2.4x5.6s 2.4s faster

Parameters of this service 3.8x2.5s 0.7s faster

Manpages 3.0x3.0s 1.0s faster

Bake agents 1.8x4.9s 2.7s faster

Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM.

Adding 8 services manually 4.4x35.1s 8.0s faster



Link to video: here!

https://www.youtube.com/watch?v=cdirg7DHT7s


The new automation helpers
Performance boost for Checkmk
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Larger 
sites

Smaller 
sites

3+ processes
200 MB
200 MB
200 MB



We improved memory usage to compensate!

Note: This is Checkmkʼs internal IT monitoring

Update
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But … it depends!
Memory consumption could also increase

2.3 2.4

3.5GB RAM used
2.9GB RAM used

Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM. Monitoring one very dynamic Kubernetes cluster
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Then again. We improved CPU usage.

9.0%12.4%

Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM. Monitoring one very dynamic Kubernetes cluster

2.3 2.4
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Ever wanted to monitor a Kubernetes cluster 
with pods changing every minute? 

Ever wanted to add hundreds of hosts in a 
short time? 

Reliably?
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Monitoring 600+ new hosts instantly? No problem!
Also larger numbers are no problem!

Note: Test system specs: 4 cores, 8 GB RAM. Monitoring two very dynamic Kubernetes clusters
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Smaller changes? Done!
Includes activating changes…



, Hosts are automatically created with ‘dynamic host managementʼ

, Typical use case: piggyback hosts

+ VMware vSphere: ESXi hosts + VMs

+ Kubernetes: anything

+ AWS, Azure, GCP VMs, Load Balancers, Databases, …

Automatic configuration for dynamic hosts
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~ 7 s

~ 12 s
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What does a connector do?

Collect 
piggyback data 

across sites
Calculate 
change

Create / 
modify / 

delete hosts

Discover 
services

Activate 
changes

Checkmk 2.3
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Dynamic host mgmt = all ‘connectionsʼ
Checkmk 2.3



Examples

, Bulk service discovery can only run 
once at
a time

, Activate changes only operates 
globally.

No concurrency in setup

, Piggyback connectors run 
concurrently

, Setup (via REST API) designed to be 
modified by only one client at a time
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So, whatʼs the problem?
Itʼs not just performance…

Collect piggyback 
data across sites

Calculate 
change

Create / modify / 
delete hosts

Discover 
services

Activate 
changes
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Parallel processing meets concurrency:

Collect piggyback 
data across sites

Calculate 
change

Create / modify / 
delete hosts

Discover 
services

Activate 
changes



Decoupling of connector and 
configuration changes
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The new architecture for dynamic configuration

Collect piggyback 
data across sites

Calculate 
change

Create / 
modify / 

delete hosts

Discover 
services

Activate 
changes



New hub for dynamic host management
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Stable
Dynamic environments wonʼt 
break Checkmk anymore
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Fast
Utilizing incremental activation
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Smooth
No migration needed*
* Except for: Exclude "Activate changes" for time ranges



Checkmk 2.4 at a glance



Monitoring platform 
Secure & scalable. 

Our focus for Checkmk 2.4
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Alerts & analytics

Powerful configuration

Monitor anythingGreat user 
experience 
for beginners 
and experts

Extensible 
interfaces 
for automation 
& development 



Our focus for Checkmk 2.4
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Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

Monitoring platform 
Secure & scalable. 
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Today
1500  1525

Piggyback unleashed
a.k.a distributed piggyback
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The (in)famous automation user
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And itʼs gone! No internal dependency anymore.
On fresh 2.4.0 sites

Note: Please really read Werk #17344 - it contains a lot of details!
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And itʼs gone! No internal dependency anymore.
On fresh 2.4.0 sites

Note: Please really read Werk #17344 - it contains a lot of details!
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Sent by mail if possible, fallback: personal messages
Security warnings
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Two-factor authentication can now be enforced
Small change, huge impact!

Globally

Per role
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Today
1730  1800

Whatʼs with all the CVEs
What our security team actually does



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration
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The two sides of application monitoring

many more …
+ active checks

Supported already by Checkmk
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The two sides of application monitoring

many more …
+ active checks

Supported already by Checkmk

Business applications
Not ‘yourʼ software
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The two sides of application monitoring

many more …
+ active checks

Supported already by Checkmk

Business applications
Not ‘yourʼ software

Custom applications
‘Yourʼ software
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Monitoring applications with Checkmk

Business applications
Not ‘yourʼ software

Custom applications
‘Yourʼ software

Built-in 
plug-ins

Local 
checks

Custom 
plug-ins



, Large number of exporters generating Prometheus metrics.

, Many applications already expose Prometheus metrics natively. 
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Standardization being massively pushed

http_server_request_duration_seconds_bucket{method=”get”,path=”/”} 0.0

Makes application monitoring much simpler. 

, The standard for observability: metrics, logs and traces.

, For instrumenting, generating, collecting, & exporting telemetry 



Checkmk Server
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Integrating OpenTelemetry and Checkmk

Application

Open
Telemetry 
Collector

/metrics

OpenTelemetry 
Collector

Special 
Agent



Experimental?



Thanks Robert!
46



Note: Migration tool only supports typical use cases and will not be extended further. 47

check_http

, Connect to an explicit server
, Ignore certificates
, Enforce IPv4 or IPv6
, Macro support for user agent & for IPv6

Some love for check_http + check_cert
Introduced in 2.3. Refined in 2.4.

    OMD[mysite]:~$ cmk-migrate-http -h

check_cert

, Proper service summary, service 
details and metrics

, Certificates valid in the future
, Macro support for Issuer & Subject
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A lot of new, improved & fixed monitoring plug-ins

fixes alone

500 

selection

S.M.A.R.T.
Disk health

systemd
Performance 

Bazel
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Tomorrow
0945  1015

Monitoring servers via Redfish
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Today
1525  1540

How to run the agent as non-root



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration
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Updating discovery parameters on the fly 
New service discovery feature: Changed services
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Updating discovery parameters on the fly 
New service discovery feature: Changed services
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Updating discovery parameters on the fly 
New service discovery feature: Changed services

Old: {'discovered_oper_status': ['1']}
New: {'discovered_oper_status': ['2']}
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Updating discovery parameters on the fly 
New service discovery feature: Changed services
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Today
1400  1420

Set-up cloud monitoring in minutes



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration
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Integrating Checkmk and Grafana
https://github.com/Checkmk/grafana-checkmk-datasource 

Available for free

Open source

Developed by Checkmk

https://github.com/Checkmk/grafana-checkmk-datasource
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Grafana Cloud requires officially ‘signedʼ plug-ins

Requires Checkmk Cloud

Open source

Developed by Checkmk
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Signed plug-in available for all CMK editions now

Open source

Developed by Checkmk

Available for all editions* 

* subject to change based on commercial terms of our contract with Grafana and plug-in usage
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Today
1420  1500

You'll love notifications with Checkmk!



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
& development 

Powerful configuration

Great user 
experience 
for beginners 
and experts



Lifecycle of plug-in development APIs
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Agent-based API v1 removed in 2.4.0!

Agent-based API v2

Agent-based API v1

Server-side calls API v1

Rulesets API v1

Graphing API v1

2.3 2.42.22.12.0 2.51.6

Supported Deprecated

Agent bakery API v1

Depends
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New REST API endpoints



65

Activate changes endpoint reports details per site
Select RESTAPI improvements
"status_per_site": [
  {
      "site": "munich",
      "phase": "done",
      "state": "success",
      "status_text": "Success",
      "status_details": "Started at: 16:29:11. Finished at: 16:29:12.",
      "start_time": "2025-03-06T15:29:11.801165+00:00",
      "end_time": "2025-03-06T15:29:12.846029+00:00"
  },
  {
      "site": "atlanta",
      "phase": "done",
      "state": "success",
      "status_text": "Success",
      "status_details": "Started at: 16:29:11. Finished at: 16:29:15.",
...



Queue
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Enhanced bulk service discovery
Select RESTAPI improvements

Job 3

Job 4

Job 2 Job 1

Active

Bulk service discovery call



Bulk update: 
Plain higher efficiency
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More performance for key endpoint ‘Hostsʼ

Show all hosts: 
Filtering of result content for faster responses áIâ

resp = session.get(
    
f"{API_URL}/domain-types/host_config/collections/all"
,
    params={  
        "fields": '(value~id))',  
    },
) 2.2x faster than with default fields



Bulk update: 
Plain higher efficiency
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More performance for key endpoint ‘Hostsʼ

Show all hosts: 
Filtering of result content for faster responses áIIâ

resp = session.get(
    
f"{API_URL}/domain-types/host_config/collections/all"
,
    params={  
        "hostnames": ['host1', 'host2'],  
        "site": 'site1',  
    },
)
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Improving the runtime stability of Checkmk

RESTAPIAutomation scripts Checkmk config

ValidationValidation

ERROR 50x!



We have identified an issue with the configuration of 
your site.

Currently, this is a warning to make you aware of a 
potential problem.
Our validation process checks your configuration files 
against a work-in-progress internal representation.
In this case, we found at least one mismatch between 
the two.

For now you can proceed with the update of your site.
However, in the future we will treat this as an error 
and stop the update procedure.

The following mk files had issues during the 
validation: ...
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Validation warns during update on inconsistencies

Config validationUsers
User Roles
Contacts
Contact Groups
Host Groups
Host Tag Groups
Service Groups
Aux Tags
Passwords
Notification Rules
LDAP
Time Periods
Site Management
DCD

Config object (.mk) Update



Monitoring platform 
Secure & scalable.

This is Checkmk 2.4 at a glance
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Great user 
experience 
for beginners 
and experts

Extensible 
interfaces 
for automation 
& development 

Alerts & analytics

Powerful configuration

Monitor anything
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Plenty of resources!
https://checkmk.com/blog/checkmk
24-whats-inside-latest-release 

https://checkmk.com/blog/checkmk-24-whats-inside-latest-release
https://checkmk.com/blog/checkmk-24-whats-inside-latest-release



