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Add host Add host

Host Display Help Host Display Help

@ Save & run service discovery B Save & view folder 4 Save & run connection tests © checkmk B Save & run service discovery N Save & view folder 4 Save & run connection tests ©emk-servers
v Basic settings « Basic settings

Host name (roq de-4 munich checkmk Host name de-4 munich checkmk

> Network address > Network address

> Monitoring agents
) Custom attributes

> Management board

Link to video: here!
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https://www.youtube.com/watch?v=qarT5y1YJ64

Service discovery 6.2s
Activate changes 5.6s
Parameters of this service R

Manpages 3.0s

Bake agents 4.9s

Adding 8 services manually 35.1s

Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM.

2.2s

2.4s

0.7s

1.0s

2.7s

8.0s



Services of hos
Actions  Host  Settin

" Accept all ¢ Rescan Monitor undecided services

All datasources are OK

W CD) (agent): Success
G (piggyback): Success (but no data tound for this host)

Remave vanished services

Services of ho

Actions Host Sett

Properties of host v Accept all O Rescan Monitor undecided services

All datasources are OK

V3 3 [agent] Success
E3 (piggyback] Success (but no data tound for this host)

Remave vanished services

Properties of host

@ Changed setvices: 0 | Undecided services: 87 | Vanished services 0 | MNew host labels: ¢ | Vanished host lade @ Changed services: 0 | Undecided services. 88 | Vanished services. 0 | New host labels & | Vanished host laty

> Discovered host labels (6)

v Undecided services - currently not monitored (87)

B U 4 service

(¥ APT Updates

[ | Check_ MK Agent

(X} cPU load

[ CPU vtilization
CPUclock

x| crUtan

Disk 10 SUMMARY

Filo [history
lopvomd/snes/heute/var/check mi/cote/history)

File group [archive]

Fllesystem /

4]
0

+ I+ B + |

Fllesystem /boot

%)

Fllesystem /boot/eh

3t monitored (89)

Link to video: here!

Inuansng coumeTs u B “ VO WD BUMMARY
Size 1.02 MB, Age. 47 seconds [+ u File (hissory : -
optomd/utesheuteivar/check _mi/core/history)
Files i 1otal 1, Senaliest 670 kB, Largest ﬂ n File group [archive]
nMakreqd Oofta u Q Fiesystem
mmakred THoot delta [+ "l Fiesystem oo
abired. ‘Thooteh delta + Fiesystem /boot/e!

K

> Pl 000/047

This miatic service s always OK

No updates pending for instalintion

Version: 2.4,0-20256.04,30, O8: inux, TLS )
15 mun load: 1,00, 15 min load per gore: 0.C
Total CPU. 0.65%

Everything looks OK - 1 detall available
Everything looks OK « 1 defal Available’
Inihiadizing counters

Size; 1 02 N8, Age: 30 pecopgds

Files in tothl 1. Smalld@’ 670 kb, ld'ﬂ"?nl
Gounter ‘fupita’ hhvs bgdwn inff --14-'“”
Countier Toaot ddlta’ hos bed ':1‘.'[\1
Tonter Thoot/dl) Hetta V’v-l"ltr.r‘"l ‘lnlmnl-'%-iﬁ
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https://www.youtube.com/watch?v=cdirg7DHT7s

The new automation helpers @8’
Performance boost for Checkmk

Pt

A

T

Smaller

Larger sites
sites

3+ processes
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We improved memory usage to compensate!

2025-03-31 — 2025-05-05 @ 30m

14 GiB
12 GiB
10 GiB
8 GiB )
6 GIB
4 GiB
2 GiB
0
04-03 04-06 04-09 04-12 04-15 p4-18 04-21 04-24 04-27 04-30 05-03

Minimum Maximum Average Last

[C] Total RAM 38 15 GiB 15.58 GiB 15.58 GiB

Swap cached B 0B 0B

Buffered memory 61.86 Mif 31 179.6 MiB 246.11 MiB

[[] Cached memory 74 GIB 6.72 GiB 6.61 GIB

Reclaimable slab 7 MiB 3¢ 737.01 MiB 810.36 MiB

RAM free 3 ViB 1.72 GiB 1.23 GiB

RAM used 4.58 Gi 9.61 6.24 GIB 6.7 GIB

Note: This is Checkmk’s internal IT monitoring



But ... it depends! 101

Memory consumption could also increase

2025-04-27 — 202 2025-04-27 — 2C

7 GiB
6 GiB
5 GiB

4 GiB

3ol _3.SGB RAM used
2 GiB

1GiB

2.9GB RAM used

0 0
04-28 04-29 04-30 05-01 05-02 05-03 04-28 04-29 04-30 05-01 05-02 05-03 05-04

8&?&‘;%‘;#11 Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM. Monitoring one very dynamic Kubernetes cluster



Then again. We improved CPU usage. @’

CPU utilization 2025-04-27 — 2025-05-

CPU utilization 2025-04-27 — 2025-0

100% 100 %
90.0%
80.0% 80 %
70.0%
60.0% 60 %
50.0%
40.0% 40 % !
30.0%
20.0% Mﬂ 12.4% 20 %
t0.0% T 00— VA 0
0428 0429  04-30 0501 0502  05-03  05-04 04-29  04-30  05-01  05-02  05-03  05-04

Chec{l:ml:#']’l Note: Two identical systems were compared with 421 hosts, 4483 services, 4 cores, 8 GB RAM. Monitoring one very dynamic Kubernetes cluster




N

10}

Ever wanted to monitor a Kubernetes cluster
with pods changing every minute?

Ever wanted to add hundreds of hosts in a
short time?

Reliably?

SoceneeH 11



Monitoring 600+ new hosts instantly? No problem!

Also larger numbers are no problem!

Dynamic host management

Setup > Hosts > Dynamic host management No pendi
Dynamic host management Display Help  Find on this page | o

Add connection #° Host manager settings

Recent processing cycles

Progress Cycle id Host processing Service discovery ran on Changes activated on Duration
v 100% 3415 Created: 27, Modified 0, Deleted 14 27127 hosts 41/41 hosts 13s
v 100% 3414 Created: 615, Modified 0, Deleted 0 615/615 hosts 615/615 hosts 1m 5s
v 100% 3413 Created: 29, Modified 0, Deleted 41 29/29 hosts 70/70 hosts 5s

Show all cycles

ghﬁ?‘:kmk#'ﬂ Note: Test system specs: 4 cores, 8 GB RAM. Monitoring two very dynamic Kubernetes clusters

erence




Smaller changes? Done!

Includes activating changes...

Progress

Checkmk

Conference

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

100%

#11

Cycle id

2957
2956
2955
2954
2953
2952
2951
2950
2949
2948

2947

Host processing

Created

Created

Created

Created

Created

Created

Created

Created

Created

Created

Created

: 0, Modified 0, Deleted 1

: 0, Modified 0, Deleted 1

: 2, Modified 0, Deleted 12
: 1, Modified 0, Deleted 11
: 13, Modified 0, Deleted 45
: 22, Modified 0, Deleted O
: 0, Modified 0, Deleted 22
: 0, Modified 0, Deleted 1

: 0, Modified 0, Deleted 10
: 1, Modified 0, Deleted 3

. 0, Modified 0, Deleted 3

Service discovery ran on

Skipped
Skipped
2/2 hosts
1/1 hosts
13/13 hosts
22/22 hosts
Skipped
Skipped
Skipped
1/1 hosts

Skipped

Changes activated on

1/1 hosts

1/1 hosts

14/14 hosts

12/12 hosts

58/58 hosts

22/22 hosts

22/22 hosts

1/1 hosts

10/10 hosts

4/4 hosts

3/3 hosts

Duration
Is &=
2s =
4s =

3s &

2s =

3s =

1s &=




Automatic configuration for dynamic hosts

@® Hosts are automatically created with ‘dynamic host management’
@® Typical use case: piggyback hosts

O  VMware vSphere: ESXi hosts + VMs

O Kubernetes: anything

QO AWS, Azure, GCP: VMs, Load Balancers, Databases, ...

SoceneeH 11



What does a connector do? dﬁg’

Collect Create /

Calculate Discover Activate

change modify / services changes
9 delete hosts 9

piggyback data
across sites

SovcenesH 11 E



Dynamic host mgmt = all ‘connections’ P

G

1eckmk

Monitor
|} |
mm

Customize

e

Setup

Checkmk

Dynamic host management _

Setup > Hosts > Dynamic host management
Connection Display Help Find on this pag Q (»

Add connection

Connections

# Actions Title ID Site Status

o MM LO As connection_4 stable - Local site stable > OK (Started at 2024-10-28 21:50:36,
1 @3 L0 cloud connection_1 stable - Local site stable > OK (Started at 2024-10-28 21:50:34,
2 LMWL Exs connection_2 stable - Local site stable > OK (Started at 2024-10-28 21:50:35,
3 MM LOC) GKE connection_5 stable - Local site stable > OK (Started at 2024-10-28 21:49:42,
4 LMWL OC) Nutanix connection_6 stable - Local site stable > OK (Started at 2024-10-28 21:50:39,
5 MM L () openshift connection_3 stable - Local site stable > OK (Started at 2024-10-28 21:49:42,

Conference#11



So, what's the problem? @8’

It's not just performance...

Collect piggyback Calculate Create / modify / Discover Activate
data across sites change delete hosts services changes

SovcenesH 11 7




Parallel processing meets concurrency: i @8’

Collect piggyback Calculate Create / modify / Discover Activate
data across sites change delete hosts services changes
D D D - I -
-ﬂ-ﬂ-r’ &




Decoupling of connector and
configuration changes
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Connector Connector
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N

The new architecture for dynamic configuration P

Collect piggyback il
data across sites

Create / . .
Calculate modify / DISC.OVGI’ Activate
change services changes
delete hosts




Dynamic host management

Setup > Hosts > Dynamic host management

Dynamic host management Display Help Find on this page

Add connection = 7 Host manager settings

Recent processing cycles

Progress

1 batch is waiting for the next cycle start (13 seconds remaining)
v 100%

= 100%

Show all cycles

Connections

# Actions Title ID Site

. = dev- : v240 - Local site
0o L BOBOOm 1 connection_1 5,0

New hub for dynamic host management

Cycle id

Host processing Service discovery ran on

Created: 0, Modified 0, Deleted 5 Skipped

Created: 1, Modified 0, Deleted 10 1/1 hosts

Status
v OK (Started at 2025-05-06 16:13:14, duration: 19.2 s)

Step Message

Connector: Collecting piggyback hosts on

site "v240" 376 piggybacked hosts found

Added to queue with batch id

Connector: Adding host changes to queue 19731

Waiting for processing of host changes to
start

Finished

at 2025-05-06 16:14:13, duration: 1.52 s)

Message

fing piggyhack hosts:on 0 piggybacked hosts found

Added to queue with batch id

een) host changes to queue 19732

Waiting for processing of host changes to

start Running

No pending changes

Changes activated on Duration

1s
5/5 hosts 4s =
11/11 hosts 3s &

Status Duration Completion

2025-05-06
LS 800ms 461315
oK 594 s :

2025-05-06
oK 138s  16:13:29

Status Duration Completion

2025-05-06
s 849ms 469414
OK 669 ms
oK 669 ms



Stable

Dynamic environments won't
break Checkmk anymore



Fast

Utilizing incremental activation



Smooth

No migration needed*

* Except for: Exclude "Activate changes” for time ranges

SoceneeH 11



Checkmk 2.4 at a glance
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Our focus for Checkmk 2.4

Checkmk
Conference

- = R e

Cloud Data Center

Great user
experience
for beginners
and experts

Monitoring platform
Secure & scalable.

Extensible
interfaces
for automation
& development

#11




Our focus for Checkmk 2.4

Checkmk
Conference

& = Rod

Cloud Data Center

loT

Monitoring platform
Secure & scalable.

#11



Piggyback unleashed
a.k.a distributed piggyback

) Moritz Kiemer
- Team Lead Development
Checkmk GmbH

Today

15:00-15:25

SoceneeH 11



The (in)famous automation user

added a comment - 24/Jan/24 12:08 PM &

Hi

I'm very speaking of the[user automation. It is a built-in user which is hard coded with its name]lf you do not further have it, please just
create it with a secret. You do not need to use it, but CheckMK has some internal routins (espacially for the API) which uses it.

The outdated warning only comes for users with passwords, not with secrets as they are handled differently.

Best Regards
|

Edit - Delete

sdded a comment - 24/Jan/24 12:47 PM & REPORTER

Hello

OMG... that was indeed the problem[l accidentally removed that user during the user outdated warning cleanup] Recreating the user
fixed this issue.

Thanks for your patience & help! This ticket can be closed.
Best regards,




And it's gone! No internal dependency anymore.

On fresh 2.4.0 sites

Users

Setup > Users No pending ck

Users Related Display Help Find on this page ...

MonHd Add user Il Delete selected users
Em
B g 0/2
Customize . : : .
X Actions ID Act. Lastseen Connection Authentication State Alias Email Roles
Q Check_MK
S htpasswd ggzzztration Fygent
etup p i i i i i
J L W agent_registration @ Never (htpasswd) Automation - ised for Lesgelrstratlon
agent
registration
: 2025-05-  inasswd
L m cmkadmin ® o7 P Password cmkadmin Administrator
' © 16:12:13  (htpasswd)

mk#’l’l Note: Please really read Werk #17344 - it contains a lot of details!

ce




And it's gone! No internal dependency anymore. @’

On fresh 2.4.0 sites

™ Users

Setup > Users No pending ck

l“ Users Related Display Help Find on this page ... . @

Monitor

Customize

v Security

Authentication .......ooovveiieiiriiieiiiannnn, f:) Normal user login with password

1 password: Strength:

Setup repeat: (optional)

Enforce change: = Change password at next login or access

® Automation secret for machine accounts

P

Store the secret in cleartext

thf[liﬂ'«'i#r| Note: Please really read Werk #17344 - it contains a lot of details!




Security warnings

Sent by mail if possible, falloack: personal messages

Monitor

Customize

Your messages

User > Messages

Messages Related Display Help @\/

v Security message #1

Your Checkmk Password has been changed. If this action was not triggered by you, contact your administrator
for further investigation.

v N Sent on: 2025-05-07 19:04:01, Expires on: 2025-05-14 19:04:01

v Security message #2

Your Checkmk Password has been changed. If this action was not triggered by you, contact your administrator
for further investigation.

v i Sent on: 2025-05-07 19:03:23, Expires on: 2025-05-14 19:03:23



\ it s Al | ot {1y s ~rh nre
iaii Add host NO pending changes

@  Addhost

kmk
Host Display Help () &) i 4
1]
Monitor

v Basic settings show more @

| N
m o Host name (require

Customize

e User message

0 You left your coffee on the router. Again!

=

Sidebar



Two-factor authentication can now be enforced Og
Small change, huge impact!

v Enforce two factor authentication

(S0 T K 7190 {111 (2 Mo P e e Lo T T L 4 Enforce for all users
Factory setting

.................................... off
CUITENESIALE vt cisnsshrsassenroanasineons This variable is at factory settings.

Per role

v Basic properties

I EENA] D OIS e st s user (built-in role)

Normal monitoring user
Enforce two-factor authentication

SoceneeH 11



What's with all the CVEs

What our security team actually does

!
Today a Hannes Rantzsch
'y ) Security Specialist

17:30-18:00
d Checkmk GmbH

SoceneeH 11



Our current focus for Checkmk

Cloud Data Center

Monitor anything

°
.
:

SoceneeH 11




0 Web shop: bottleneck components

Nhar » Web shog

o e Mon

botennck compunents

ol Dashboard Add  Dashboards Display Help 7 [l

Mandor
Overview Recommaendation service
Hosts | UP Rantime: CPU utdzation Runtime: CPU clilization Last log entries
] 0 an Biate Laa) O Message
15 ¢ Receive ListRecommendations for product ide [ | BEVCHBJINUP, 1
21 /21 sip081s 2N u 38ts 1 XUNUAE, HATO! 1
1
Satup —— Receive L for product ids:[1Y 184l “OLICE!
- 1.5 Sieesty) o n FEET opuKeveEVO, LIECAVTKIN]
- Receive ListRecommendations for product ids [OLXN M | Y .
) 1000 1030 100 130 1200 1230 1200 % 100 s1e9620 2 n asTs WEI2ZMYYET, 2ZVEGM2N]
Host siatistics '
= Aecelve ListRecommendations tor product ids {OLN Ay ) I,
Recommendations per secand Recommandalions per second 5189615 29 n e 1 HOTOWe! i ! 0
) 21 5 sivets B8 eara y  Peceive ListRecommendations for product ids {88VCHSINUP' LIECAVIKIW, 22YFIIGMIN'
‘ ‘ 0 1 in downtime ‘ "OLICESPCTZ, 'SERZIMYYFZ]
0
© § Unreachatle . Racelve ListRecommendations tor product ids (1! - o', )
Kt . sisee17 BB n CIER Y GEe2ZMYYFZ. OLICESPCIZ)
12-99 Receive ListRecommendations for product ids [2ZYFJIGMRN', SES2ZNYYFZ', "1 YMWWNINLC',
21 § Tatal . s189612 29 ok RPN} o L
0230 1006 o0 100 1w 12:00 2% 1300 100 3 1
= Bacaion | etBacommandatinne fne nendiint ide 11 SABEYIINGIMY DTVE GUINY O INESBATH
Service statistics
485 | ox Cart sarvice
0 1 in dawntime Runtime; CPU utization Runtime: CPU utllization Last log entries
‘ ‘ \ 9 §:On down host L) D cons  State  Laxi|  Cnl. Mesnage
5:“"""" 2 simossz 2 I 2o o pe— —
.l sussy om [JEIE 0o yne caliad with
3 | Coveat
e o 07 s180644 2N n 3408 1 called with "
.
Evook sienetos ) siwoey7 o [ECH <o called with {usertd)
on30 1040 00 100 1130 1200 1230 1300 l 100
5100638 2N “ sy 3 catled with {userid)
2001 fok Runtime: thread count Runtime: thiwad count 5180630 28 YT colled with {
0 § Warming
\ o 4 . sooseo o [EEE <o 0 called with
0 I Critcat s S189841 BB m s40s 1 cabied with 3]
E 3001 § Touwl ~ FTUSTEE W o« [ERURE caliod wih {
‘ 6 5189533 B9 “ S48 1 GOICANASYNC Calod With LBend={usedd]
Host overview Soa30 1000 1030 1o 130 1200 1230 1200 100 5180614 29 “ 5405 3 GetCantAsync called with usarid={used)
Ad service
JVM: CPU utizabon JVM; CPU wiilization Lot og eniies
n leons  Stse  Las ot Message
SO sseze 2 [EEDE co0 1 Terpeied ad ceauest recelved for firaved]
0200004 5189152 28 ﬂ whs Y Targeted ad raquast (acelymd for [binocutars]
Q00w o 00006 5100078 SN 25 1 NanAargeled ad request recesved, preparing random response.
.
185833 13 548 1 request received for 283011
Coa30 1099 1030 1190 1130 1200 123 1300 o 1a0 8 = - o atweies né Iesosssccen)
simarse 28 LN 0+ 0 Taroeted ad request received for [books]
(i ] Queue size uiede siza swa71z BN “ G451 Tasgeted ad request receivad for [assembly]
1
teb . simesrs 28 DN ¢« 1 Tarpeted ad request received for [iravel]
s o8 5188415 29 “ Mk 1 Targeted ad request tecelved for [lelescopes]
User “ 5188096 2N “ ' Non-targeled ad reques! 10cerved. DrEPATING (ANSOM respares
ha 1] sis78e5 29 ‘s 1 Targeted ad request received for [travel]
0 °aon 1000 00 100 1% 1200 1230 1300 o 19 5187827 28 n s 3 Targeted ad toques! received for [books}
R



The two sides of application monitoring

Supported already by Checkmk

a Ei A ! » , == Active Directory

HAPROXY

splunk> {3 ACTIVEMQ Ll

Couchbase

- elasticsearch Q‘ Jenkins
grayleg
BRabbit + active checks

many more ...

SoceneeH 11



The two sides of application monitoring

Business applications
Not ‘your’ software

SoceneeH 11



The two sides of application monitoring

Business applications Custom applications
Not 'your’ software 'Your' software

SoceneeH 11



Monitoring applications with Checkmk @’

checkmk

1 T 1

Built-in Custom Local
plug-ins plug-ins  checks

Not 'your’ software ‘Your' software

SovcenesH 11



Standardization being massively pushed P

® Large number of exporters generating Prometheus metrics.

" Prometheus

® Many applications already expose Prometheus metrics natively.

http_server_request_duration_seconds_bucket{method="get”, path="/"} 0.0

& @® The standard for observability: metrics, logs and traces.
& Telemetry . . _ . .
® Forinstrumenting, generating, collecting, & exporting telemetry

Makes application monitoring much simpler.

SoceneeH 11



Integrating OpenTelemetry and Checkmk AP

Application

Q Prometheus

OTel metric app_recommendations_counter
Open Special
Telemetry Agent

‘Q - . Collector » OK OTel metric kafka.logs.flush.time.50p
elemetry v_ .

K | OTel metric kafka.logs.flush.Count

OTel metric kafka.logs.flush.time.99p

OTel metric process.runtime.go.goroutines

OpenTelemetry

OK | OTel metric process.runtime.go.mem.heap_a
Collector .

K| OTel metric jvm.cpu.time

& Telemetry OTel metric jvm.gc.duration

OTel metric jvm.memory.committed

SoceneeH 11



0 Web shop: bottleneck components

. Monit Mher » Web shog: botlennck compunenty

Dashbosrd Add  Dashboards Display Help 7 [}
ul

Monitor e Recommendation service
Hoats : UP Rantime: CPU utiizution Runtime: CPU lilization Last fog entrios
Custemise 2 0 ons  Blate CM.  Meszage
15 ’ Receive ListRecommendations for product ide [ | BEVCHBJINUP, 1 ’
o 21 /21 Sissin 28 n T LS4PSXUNUM, HOTGWGPNMA]
1
Satup : Receive L for product ids: 1Y L1841 L 'OLXCE
os 1.5 stessts 2 n TE T oPUKEVEEVOD' LIECAVTKIM)
[ - - Receive ListRecommandstions for product ids: [ OLICESPOTZ, "1 YMWWNINAO', 'DPUKBVEEVY,
o 30 1000 1030 100 e 1200 1230 1300 100 5189620 2N IATs 1 CE92IMYYFZ, 2ZYESIGMIN]
wintistics
= Aecelve ListRecommendations tor product ids {OLN Ay A Jor,
Recommendations pei secand Recommandalions per second 5189615 29 n ¥ L | HOTOWO! = VEEVD)
20w NP .
: i 5 sivets B8 n — mma-“c” - far product ids | A | 2ZYFIAGMIN',
0 )
‘ ‘ 0 § Unreachable 580617 2 chae 3 Racelve ListRecommendations for product ids {1 A o,
© | Down s VEIZZMYYFZ. 'OLICESPCTZ]
1 2-99 X Receive ListRecommendations for product ids [2ZYFJIGMRN', SESZMYYFZ', "1 YMWWNINAO',
21 § Tatal . s189612 29 o8s v oy ey 1
0230 1006 o0 100 1w 12:00 2% 1300 100 3
= Bacaion | etBacommandatinne fne nendiint ide 11 SABEYIINGIMY DTVE GUINY O INESBATH
Service statistics
485 | ox Cart sarvice
o i Runtima; CPU utiization Runtime: CPU utilization Last log entries.
&8 Warnise o simossz 2 I 2o o caind with {usarka)
:unlmn sussy om [JEIE 0o yne caliad with
3 | Crtcat
Lovie o 07 s189644  2W n 3498 3 calied with "
.
Event statistice 0 5189637 2M “ sa8s 1§ called with (userid
0930 1000 00 1o 130 1200 1230 1300 ° 100
A siosss o [EIE o0 0 catled with {userts
2001 § Ok
~ A Runtime: thread count Runtime thiead count 5180630 2B “ adas 4 cotled with
arming
‘ ‘ ol 4 . IR o« [RETEER calied with
0 § Crivcal 3 siessar Bm [EEE cooc o catied wan
E 3001 § Toul ~ FTUSTEE W o« [ERURE caliod wih {
' 6 siwosas 0m [ECH coc v Gotcansync canod with usenae(useda)
Host overview °nqm 1000 1030 100 130 1200 1230 1300 AL 5180634 29 “ 1 calied with {usertds)
Ad service
JVM: CPU utiizabon JVM; CPU wiilization Last fog entries
v looms  Sthte  Last Gt Message
SO sseze 2 [EEDE co0 1 Terpeied ad ceauest recelved for firaved]
80004 sioarse 2 [ELEN 070 1 Tegeied ad request recelved for (binoculars]
ooz 0.00006 siweors 2 [ECHN 00 1 Mondaeted ad request recemved, preparing random response
5188833 Sass 1 Targeted ad request received for [accessories)
Coa30 1000 1030 1100 1130 1200 123 1300 ) 1an = “ P [ 1
siarse SN [ELEN 00 ! Taroeted ad request teceived for Pbooks]
0 Queue size Quave size swee71e B “ e 3 Targeted ad request rocaivad for [assombly|
1
s s simesrs 28 DN i« 1 Tarpeted ad request received for [iravel]
3 a8 sisers 2 DM vo« v Taroeted ad reauest received for [1elescopes)
Uver o4 s1a8096 2N m W0es 1t NOnAargeted ad 16Gues! 1608ved. DERATING (ARG 1e8pOres
a2 0 5167885 29 12ts 8 Targeted ad reguest recelved for [travel]
0 %oe30 1000 100 100 130 1200 1230 1300 o 10 5167827 =M 1245 1 Tasgeted ad request received for [books]
R



Ceph statistics

S

7

Owner
Ceph Cla Used: 38 { 8 112 TiB (warn/crit at 96.46%/98 ), trend per 1 day O s: +352 GiB, trend per 1 day 0
nvme hours: + b, Time left until disk full: 200 days 9

Ceph OSD
0

38.4 %
@ Views: 567 Used; 4 25 TiB of 6.99 TiB (warn/crit at 83 ¥ used), trend per 1 day 0 hours: +27.0 GiB, trend per 1 da
hours: +0.38%, Time left until disk full: 142 days 2 | s: 29, Apply latency: Oms, Commit later Oms

=" 46,45 %

Downloads: 13631 Ceph OSD — Used: 0.18 12.8 GiB of 6.99 TiB (warn/crit at 93.83%/9¢ % used), trend per 1 day 0 hours: +239 MIB, trend per 1 day 0
3 = 2

0 DB ho

Ceph OSD — Used; 3¢ 2 / % used), trend per 1 day 0 hours: +22.3 GiB, trend per 1 day 0

1 hours b 24, Apply latency: Oms, Commit lat y: Oms

0.18 %

Updated on 38.45 %
Ceph — Used: 0.14% - 10.3 GIB ol 6.99 TiB (warn/crit at 93.83%/96.91% used), trend per 1 day 0 hours: +305 MiB, trend per 1 day 0
108 —=: hours: +<0.01%

Ceph OSIE e Used: 38.37
2 hours: +0.31%, Time left until disk full: 199 day hours, PGs: 24, Apply latency: Oms, Commit latency: Oms

Ceph OSI Used: 0.11¢ B8.12 GiB of 6.99 TiB (warn/crit & B3%/96.91% (), trend per 1 day 0 hours: + MIB, trend per 1 day 0
2DB hours: +<0.01%

Ceph = Used: 36.81% - 2.57 TiB of 6.99 TiB (warn/crit at 93.83%/96.91% used), trend per 1 day 0 hours: +20.7 GiB, trend per 1 day 0
3 — = hours b e left until disk full 8d 4 hours, PGs Apply latency; Oms, Commit latency: Oms

Number of versions: 15

0.14%

2222¢2

2.68 TiB of 6.99 TiB (warn/cnt at 93.83%/96.91% used), trend per 1 day 0 hours: +22.1 GiB, trend per 1 day 0

< 38.37 %

011%

Rating

% % % % % 5.0

36.81 %

Ceph L Used: 0. - B.08 GiB of 6.99 TiB (warn/crit at 93,83%/96.91% used), trend per 1 day 0 hours; +180 MIB, trend per 1 day 0
3DB = hours oLk
Ceph Pool p— Used: <0.0 - 21.3 MiB of 15.1 TiB (warn/crit at 94.719%/97.36% used), trend per 1 day 0 hours! -28 B, trend per 1 day 0 hours
magr -0.0C b 6.00, Read IOPS: 0.00, Write I0PS: 0,00, Read Throughput: 0 B, Write Throughput: 0 B

Used - 3 0 4 TiB (warn/cnit at 95.37%/97.69% used), t er 1 day 0 hours: +11 trend per 1 day 0
hours: +0 til disk full: 132 days 11 hours, Objects: 4088557 , Read IOPS: 193.05, Write |OPS: 770.12, Read 4851 %
Throughput: 49.1 MIiB, Write Throughput: 15.9 MiB

Overall health OK, Use 40% - 42.9 TiB of 112 TiB (warn/crit at 96.46%/98.23 ed), trend per 1 day 0 hours: +352 GiB

trend per 1 day 0 hours: +0.31%, Time left until disk full: 200 days 4 Placement groups: 129, PGs in

active+clean: 129

0.0001 %

Ceph Pool
nvmel

Ceph

Status

oK
oK
=
ok
=
oK




Some love for check_http + check_cert 01
Introduced in 2.3. Refined in 2.4.

play.checkmk.com

State Service Summary Age Checked Perf-O-Meter
i CERT — Verification: OK, Subject CN: play.checkmk.com, L .
: oK : play.checkmk.com — Szrrlv'ecraclgrr;ificate vL;IiJc?i(l:y: 76 c‘i)a{;l/)(/sc)1ec e 39h 22k 764
OK *;I;T/.Zﬁeckmk.com Version: HTTP/2.0, Status: 200 OK 157s 37.1s 0.26s
check_http check_cert
@® Connectto an explicit server @® Proper service summary, service
® Ignore certificates details and metrics
@® Enforce IPv4 or IPv6 @® Certificates valid in the future
® Macro support for user agent & for IPv6 ® Macro support for Issuer & Subject

OMD[mysite] :~$ cmk-migrate-http -h

gg'ﬁgr‘é'n'}'é#ﬂ Note: Migration tool only supports typical use cases and will not be extended further.



A lot of new, improved & fixed monitoring plug-ins @’

S.M.A.R.T. systemd =R 1 NetApp

Disk health Performance vmware

NUTANIDS AWS & Google Cloud IA Azure

v cisco . P
- & docker | A N

500+ Bazel _@ylalua ORACLE {8 ouie

) }V{ F:=RTINET

fixes alone — kubernetes ‘A" ) puRESTORAGE

Hewlett Packard PROXMOX

Enterprise PostgreSQL

infoblox  TRIPP-LITE Rarﬂggg [= Extreme APC w

&
Quantum e' CHECK POINT’ D&A.LTechnologies

selection

SovcenesH 11



Monitoring servers via Redfish

Tomorrow i /| Andreas Déhler
09:45-10:15 % . Community Hero

SoceneeH 11



How to run the agent as non-root

Today ‘ 9 Andreas Umbreit
15:25 -15:40 ' Software Developer
l Checkmk GmbH

SoceneeH 11



Our current focus for Checkmk
& =

Cloud Data Center

Powerful configuration

SoceneeH 11
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Updating discovery parameters on the fly

New service discovery feature: Changed services

Services of host switch-cisco-n5000-1

Monitor > Overview > All hosts > switch-cisco-n5000-1 > Services of host

lll Commands Host Services Export Display Help @ ," ; oD @
Monitor
am switch-cisco-n5000-1
e State Service Icons Summary Age C
Customize "
’ 'OK  Interface vPC-Link = [port-channel2], (up), MAC: 00:42:42:EF:42:42, Speed: 20 GBit/s 1.93s 1

Setup




Updating discovery parameters on the fly

New service discovery feature: Changed services

G  Services of host switch-cisco-n5000-1

Monitor > Overview > All hosts > switch-cisco-n5000-1 > Services of host

Commands Host Services Export Display Help @," ; 5()@

sl
Monitor
am switch-cisco-n5000-1
S State Service Icons Summary Age (
Customize
Interface vPC- - [port-channel2], (down) Eald, IMAC: 00:42:42:EF:42:42, Speed: 20
Link — GBit/s 28 =

i

Setup

Soecens#1



Updating discovery parameters on the fly

New service discovery feature: Changed services
1

change

Services of host switch-cisco-n5000-1
f h-cisco-n5000-1 > Services of host switch-cisco-n5000-1

Hosts > Main > Walks > Properties of h

Help & v

Setup >

Actions Host Settings Display

All datasources are OK

W BB [snmp]: Success
K [piggyback]: Success (but no data found for this host)

New:

{'discovered oper status'

{'discovered oper status'

Changed service: 1 | Undecided services: 299 | Vanished servit
Discovered changes

®

v Changed services (1)
Service

Summary
1 discovery
parameter changed

Q

State

[port-channel2], (down) 58, MAC: 00:42:42:EF:42:42, Speed: 20 GBit/s

Interface vPC-Link

vHER=

Checkmk#']’l

Conference



Updating discovery parameters on the fly

New service discovery feature: Changed services

Services of host switch-cisco-n5000-1
Monitor > Overview > All hosts > switch-cisco-n5000-1 > Services of host

lll Commands Host Services Export Display Help @ ," ; oD @
Monitor
am switch-cisco-n5000-1
S State Service Icons Summary Age (
| | f PC h 12],/(d MAC: 00:42:42:EF:42:42, Speed: 20
‘, oK Lr:;ekr ace vPC- = g)glrttlsc annel2],|(down), - 00:42:42:EF:42:42, Speed.: 9.37s

Setup




SoceneeH 11

Conf

Set-up cloud monitoring in minutes

Today ﬁiﬁtf'é;“g
14:00-14:20 Checkmk GmbH

@



Our current focus for Checkmk

Cloud Data Center

Great user

experience
for beginners
and experts

Uil

Alerts & analytics

SoceneeH 11




Integrating Checkmk and Grafana P

https://qithub.com/Checkmk/grafana-checkmk-datasource

@ Service Graphs CPU utilization, localhost hoos
. | e L
; i st
Developed by Checkmk
€ [

Open source
e — Available for free

SoceneeH 11


https://github.com/Checkmk/grafana-checkmk-datasource

Grafana Cloud requires officially ‘signed’ plug-ins (%

Data source plugins for Grafana

Developed by Checkmk
I Q Anodot Datasource E Axiom Open source

reauires Pfmiccioua

(* ) Checkmk data Cognite Data Fusion é ? Cribl Search
¥ source <o

SoceneeH 11



Signed plug-in available for all CMK editions how AP

EXTEND GRAFANA

Data source plugins for Grafana

Developed by Checkmk

Search plugins
28results Datasources x

Partner croated .
Love - Open source
AA Aggregations.io Q Anodot Datasource E Axiom

& All
Emerprise

Signature

g?mana Labs create: 5 Available for aII editions*
Commu e [ ) Checkmkdata Cognite Data Fusion Q Cribl Search

#® Partner created ot source

Supported features

Alerting

Public dashboards

Checkmk £+17 * subject to change based on commercial terms of our contract with Grafana and plug-in usage

Conference



You'll love notifications with Checkmk!

Tanja Hohenstatt

Today J '
14:20 -15:00 / Team Lead UX Design

Checkmk GmbH

SoceneeH 11



Our current focus for Checkmk
& — o

Cloud Data Center loT

Extensible
interfaces
for automation
& development

SoceneeH 11



Lifecycle of plug-in development APIs
Agent-based API v1 removed in 2.4.0!

P
e 23 24 25

Agent-based APl v2

Server-side calls API v1
Rulesets API v1

Graphing API v1

Agent bakery API v1

crecmey) SRR oeRee e



New REST API endpoints

LDAP Connections

Create an LDAP connection

Show all LDAP connections

= Delete an LDAP connection

[ put | Update an Idap connection

' Show an LDAP connection

SAML connections

Create a SAML connection

Show all SAML connections

Delete a SAML connection

Show a SAML connection

Broker Connection

2D create a peer to peer broker

connection

! Show all peer to peer broker

connections

Delete a peer to peer broker

connection

Edit a peer to peer broker

connection

Show a peer to peer broker

connection




Activate changes endpoint reports details per site (%
Select REST-APIl improvements

"status per site": [

{

"site": "munich",

"phase": "done",

"state": "success",

"status text": "Success",

"status details": "Started at: 16:29:11. Finished at: 16:29:12.",
"start time": "2025-03-06T15:29:11.801165+00:00",

"end time": "2025-03-06T15:29:12.846029+00:00"

"site": "atlanta'",

"phase": "done",

"state": "success",

"status text": "Success",

"status details": "Started at: 16:29:11. Finished at: 16:29:15.",

SoceneeH 11



Enhanced bulk service discovery
Select REST-API improvements

Bulk service discovery call

{

Active

Queue (
-

SoceneeH 11




More performance for key endpoint ‘Hosts'

5D Bulk create hosts
33 Bulk delete hosts
Bulk update hosts
53 create a cluster host
Create a host
Show all hosts
Delete a host
Show a host
B update a host
5D Move a host to another folder
&I Rename a host

Wait for renaming process completion

BB update the nodes of a cluster host

SoceneeH 11

Bulk update:
Plain higher efficiency

Show all hosts:
Filtering of result content for faster responses (I)

resp = session.get(

f"{API URL}/domain-types/host config/collections/all"

4
params={

"fields": ' (va ~1d)) ',

by



More performance for key endpoint ‘Hosts' @’

EE53 Bulk create hosts Bulk update:
S Bkt o Plain higher efficiency

I8 Bulk update hosts

&5 Create a cluster host

Show all hosts:
Filtering of result content for faster responses (l1)

E5B Create a host
W38 Show all hosts

) Delete a host resp = session.get (

B8 Show a host

f"{API URL}/domain-types/host config/collections/all"

I8 update a host

’
EEE3 Move a host to another folder

params={
&IB Rrename a host "hostnames": ['hostl', 'host2'],
L Wait for renaming process completion "site": 'sitel' ’

I

[ puT | Update the nodes of a cluster host




Improving the runtime stability of Checkmk 0y

Validation Validation

@ "( > — x", > %

REST-API Checkmk config

SoceneeH 11




Validation warns during update on inconsistencies (@

Q)
(@)
=
—
(o]
()
g
(]
(9]
[

3
Z

User Roles

Contacts

Contact Groups

Host Tag Groups

Service Groups

Aux Tags

Passwords

Notification Rules

LDAP

Time Periods

Site Management

DCD

SovcenesH 11

Update

Config validation

We have identified an issue with the configuration of
your site.

Currently, this is a warning to make you aware of a
potential problem.

Our validation process checks your configuration files
against a work-in-progress internal representation.

In this case, we found at least one mismatch between
the two.

For now you can proceed with the update of your site.
However, in the future we will treat this as an error
and stop the update procedure.

The following mk files had issues during the
validation:



This is Checkmk 2.4 at a glance

Checkmk
Conference

- = R e

Cloud Data Center

Great user
experience
for beginners
and experts

Monitoring platform
Secure & scalable.

Extensible
interfaces
for automation
& development

#11




Product news

What's new in Checkmk -
Version 2.4 at a glance

Discover the key highlights of
the latest Checkmk release and
how version 2.4 enhances your
monitoring.

Read More —

Migrating to the new HTTP
active check

Learn how to migrate to the
new HTTP active check with
Checkmk 2.4.

Read More —

Product news

Release Notes 2.4.0 -
Technical details

Explore the full list of technical
changes, improvements, and
new features introduced in
Checkmk 2.4.0.

Read More —

Product news

Update to Checkmk version
2.4.0

In this article, you'll find the key
topics relevant for updating
your Checkmk from version
2.3.0t0 2.4.0.

Read More —

Blog: Product news

The new Checkmk
Notification Hub

Checkmk 2.4 introduces a
revamped notification system
that’s just as powerful as

before — but far easier to use.

Read More —

Product news

The relevant werks for
Checkmk 2.4.0

Checkmk 2.4 includes more
than 1,000 werks. Check out
the most relevant changes.

Read More —

Plenty of resources!

https://checkmk.com/blog/checkmk

-24-whats-inside-latest-release



https://checkmk.com/blog/checkmk-24-whats-inside-latest-release
https://checkmk.com/blog/checkmk-24-whats-inside-latest-release




