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⬢ something with IT since 1995

⬢ working at Bechtle from 1999 

⬢ our own monitoring systems on Nagios basis from 
2006 onwards

⬢ Checkmk first usage 2009 after OSMC in Nürnberg

⬢ Checkmk partner since 2015

⬢ Checkmk Gold Partner

⬢ > 150 directly supported Checkmk customers via 
Bechtle Chemnitz

About myself & Bechtle 
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⬢ actively build extensions for our needs to support 
the customers

⬢ my colleagues build extensions for

⬡ Netapp eSeries (@aeckstein)

⬡ Cisco Meraki, Network topology data processing
and many more network related things (@thl-cmk)

⬢ I build extensions for

⬡ Nutanix (already included with Checkmk 2.3

⬡ Hyper-V

⬡ Redfish (now part of Checkmk 2.4

Our work with Checkmk
or what we build over the last decade
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⬢ Tool for operations to work with hardware 
like it is software

⬢ Industry Standard Software Defined 
Management for Converged, Hybrid IT

⬡ HTTPS in JSON format based on OData v4

⬡ Schema-backed but human-readable

⬢ A secure, multi-node capable replacement 
for IPMI-over-LAN

⬢ Managing servers, data center infrastructure, 
and more, not only monitoring

Redfish what is it
A short introduction
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Timeline

Initial Release

Extension of 
configuration options

2019

Update
Power and thermal 
data model

2020

New models
CXL and heaters

2022

Support for:
Storage metrics
CDU control

2024

Support for:
Coolant distribution units CDU
Dynamic capacity devices

20232015
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⬢ Mockup creator 

⬢ Simulator for pre-build or 
own created mockups

⬢ Checker for own 
implementations

⬢ Mockups available for

⬡ Rack mounted servers

⬡ Bladed systems

⬡ Generic profile

Support and Tools



Redfish x Checkmk
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⬢ 2016  HPE iLO 4 - basic special agent and checks

⬡ CPU, fans, memory, drives, power, temperature & raid

⬢ End 2020  Lenovo xClarity

⬢ End 2021  Dell iDRAC

⬢ 2022 thoughts about unified special agent to 
decrease the support workload

⬢ May 2022 - first version of unified Redfish agent

⬢ working on integration to support more and more 
manufacturers

Redfish x Checkmk
or how it all began
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Supported Manufacturers
also DMTF board members

9
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Other supported Manufacturers
implementing Redfish

10
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⬢ 2 special agents

⬡ Generic management interfaces (iLO, iDRAC, xClarity)

⬡ PDU (power distribution unit) equipment Raritan)

⬢ missing agent for CDU (coolant distribution units)

⬡ no chance to get my hands on such devices

⬢ checks for the found sensors

⬢ very basic HW/SW inventory

Core components
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Up to version 2.3

⬢ Installation with Extension MKP

⬡ different versions for every major 
update

⬡ difficult to maintain over time

With version 2.4

⬢ Mainlined as an out-of-the box 
Checkmk monitoring plugin

⬡ no manual update anymore

⬢ build as plugin and easily extensible

Integration
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Current state server monitoring
or what can the agent do

Server Monitoring
Most relevant 
informations from 
classic servers.

System
State

Memory
Storage-
controller

Network-
adapter

Fan &
Temperature

HDD, SSD &
NVMe
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Current state of PDU monitoring

PDU Monitoring

Possible to extend as the standard 
definition provides some more data.

Checks are based on Redfish v1.16 
device data.

Mains Outlets

Sensors
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The agent in detail
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Agent(s)
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Agent ⬢ Normal special agent as any other special agent

Types ⬢ One agent for server and storage devices

⬢ One agent for PDU devices

⬢ Future one agent for CDU devices - if Redfish output is available

Config ⬢ Rules to select the fetched information

⬢ At the moment only for server and storage devices
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⬢ Disable sections that cause 
timing issues or configure 
cache times for these

⬢ Only predefined section list 
available

⬢ Possibility in the future to have 
section list that is discovered 
before

⬢ Cache time for sections with 
rollup state can improve the 
runtime

Options page
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⬢ All the sections are disabled

⬢ System only fetches the overall 
state

⬢ Shortest possible runtime

Minimal configuration



Result of minimal config:
- Very short overview of the system state 
- No detailed information in case of failure



Same system with all sections active:
- Detail information 
- Over 60 services
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⬢ No section config

⬢ Only timing settings

⬢ But discovery options for 
the  outlet names

⬢ If the selection of section 
comes active also the PDU 
provides a overall system 
state

PDU agent



PDU example:
- Some outlets with and without labels



PDU example:
- Short example with only minimal 

information
- Same manufacturer as before 
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Checkmk 2.3 vs. 2.4
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Presentation
As the checks use the normal internal 
check functions for temperature, 
humidity and voltage, some of the 
colors are changed with 2.4. 

Special Agent Config
The config layout from the special 
agent changed significantly as there 
are some elements inside the config 
GUI are not available anymore.



2.3 2.4
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The Future
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Main Goals

27

HW/SW inventory

Discovery mode for the agent

Telemetry support
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HW/SW inventory
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Future state
Add found hardware components and 
serial numbers to the Hardware 
section of the inventory data, like it is 
done with network devices.

Current state
Only firmware inventory is done.



HW/SW inventory current state:
Only firmware



HW/SW inventory mockup:
All the important hardware components
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Why discovery mode?
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Walking the complete tree takes time

Granular selection of fetched information

Better understanding of the relations between the 
components
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Contact & Redfish resources




