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Building Checkmk together 



Future focus input → long-term product strategy (e.g. application monitoring)
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Implemented a lot of conference feedback … 
Implemented in Checkmk 2.3

Google Authenticator support

Dev API for GUI extensions

Synthetic monitoring

REST-API: Dynamic host config endpoints

Better HTTP check

Cisco Meraki monitoring

Ansible collection

… and more coming in Checkmk 2.4

Conference #8 votings

Improve UI Loading times

Extreme Networks monitoring plug-ins

REST-API: Endpoint for global settings

REST-API: Improve editing rules

… and much more coming in Checkmk 2.4

Conference #9 votings

K3s support

Pure Storage monitoring plug-ins



4

… and from the ideas portal
Implemented in Checkmk 2.3
Monitor anything (9)
⬢ Support for NetApp REST-API
⬢ Plugin to monitor MSSQL database 

server running on Linux
⬢ Pure Storage Integration
⬢ K3s and RKE2 monitoring
⬢ OAuth for mail loop check
⬢ Certificate check: query & check 

issuing ca
⬢ Enhance monitoring for Kyocera
⬢ Add redfish support in appliance
⬢ Implement check_curl for http2 

support

Powerful configuration (3)
⬢ Support AND, OR and NOT for 

labels in rules
⬢ Automatic label depending for OS
⬢ Periodic service discovery - 

automatically update host labels

Alerts & analytics (2)
⬢ Predictive Monitoring in Distributed 
⬢ Top 10 hosts dashlet

Extensible interfaces (2)
⬢ Dynamic host config endpoint
⬢ Edit Rule Endpoint

Great user experience (6)
⬢ Setup folders: sort case-insensitive
⬢ Show user activating changes
⬢ Filter on folders should work
⬢ Extend the text field length
⬢ Change ‘traffic light’ symbol for 

matching rules that are deactivated 
⬢ Fix "open/close this element" layout

Monitoring platform  (3)
⬢ TOTP codes for 2FA
⬢ SNMP AES-256 Privacy protocol
⬢ Checkmk Managed Services Edition 

with Cloud Edition features

67 ideas implemented since May 2022



Our guiding principles
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We do not build any feature without user involvement.

We consider user priorities in our high-level strategy. 

We react quickly to plug-in development requests. 

We are transparent about our roadmap and progress.

Note: To enable this, we are reworking a lot of fundamental processes internally
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      Accepted for future release

      Planned for Checkmk 2.4

Candidate for a future release, without commitment on 
timeline. Some aspects could make it to 2.4 as well.

Likely coming in 2.4. Changes to scope possible. 

Disclaimer: All is subject to change. Unplanned things can always happen.

Checkmk 2.4 and beyond



One integrated monitoring 
Secure & scalable 

Modern monitoring 
for the hybrid world

Extensible 
interfaces 

for automation 
& development 

Great user 
experience 

for beginners 
and experts

Over the last 5 years worked to fulfill this mission…
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… and have already started our next journey

Infrastructure

Applications

User experience Synthetic Monitoring

Hybrid IT Monitoring

Self-
hosted  SaaS SaaS
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What’s next for 
Checkmk Cloud



Monitor anything with Checkmk Cloud …

10

Full hybrid infrastructure coverage

⬢ ‘Automated remote probe’ for

⬡ Network device monitoring via SNMP

⬡ Internal services monitoring (e.g. vSphere) 

⬢ Simplified push-based Kubernetes monitoring 

⬢ Log analytics via Event Console



… on a powerful platform
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Extended platform

⬢ Single-sign on

⬢ Support for monitoring large infrastructures 

⬢ Certified extension store
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Application monitoring with 
Checkmk
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Infrastructure

Applications

User experience Synthetic Monitoring
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Faster, simpler test authoring 
      Accepted for future release

Develop the test Monitor the testRun the test

Create & edit tests 
directly in Checkmk

Seamless Visual Studio 
Code integration

For simple and quick tests 

Checkmk Synthetic Monitoring extension simplifying 
the development of tests leveraging Checkmk features 
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Completely automated workflow 

Develop the test Monitor the test

      Planned for Checkmk 2.4

Run the test

Windows headless desktop tests and Linux support.



16

Completely automated workflow 
      Planned for Checkmk 2.4

Develop the test Monitor the testRun the test

Windows headless desktop tests and Linux support.

Robot 
manager

       Checkmk site

Robot manager

Upload

Agent 
bakery

Test node



Checkmk cloud
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Run your robots in the Checkmk cloud
      Accepted for future release

Develop the test Monitor the testRun the test

       Checkmk site

Robot manager

Test from the outside without need for own test infrastructure
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More insights and in-depth monitoring

Develop the test Monitor the testRun the test

Surfshop: Check-out 

19:20

19:10

19:00

      Accepted for future release
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Infrastructure

Applications

User experience Synthetic Monitoring
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Infrastructure

Applications

User experience Synthetic Monitoring

Infrastructure Monitoring
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Infrastructure

Applications

User experience Synthetic Monitoring

Infrastructure Monitoring
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The two sides of application monitoring

many more …
+ active checks

Supported already by Checkmk

LM
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The two sides of application monitoring

many more …
+ active checks

Supported already by Checkmk

Business applications
Not ‘your’ software

LM
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The two sides of application monitoring

many more …
+ active checks

Supported already by Checkmk

Business applications
Not ‘your’ software

Custom applications
‘Your’ software

LM
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Monitoring applications with Checkmk

Business applications
Not ‘your’ software

Custom applications
‘Your’ software

Built-in 
plug-ins

Local 
checks

Custom 
plug-ins

LM



⬢ Large number of exporters generating Prometheus metrics.

⬢ Many applications already expose Prometheus metrics natively. 
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Standardization being massively pushed

http_server_request_duration_seconds_bucket{method=”get”,path=”/”} 0.0

Makes application monitoring much simpler. 

⬢ The (future) standard for observability: metrics, logs and traces.

⬢ For instrumenting, generating, collecting, & exporting telemetry 

LM



Shippable & configurable via Checkmk
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Checkmk OpenTelemetry architecture

Initial focus: 
metrics

Application

/metrics

Open Telemetry 
Collector

Prom 
Scraper

Checkmk Server

Pro-
cessing

CMK
Exporter

CMK 
Agent

Pull data
Push data

Generic plug-ins:

⬢ Services & Alerts

⬢ MetricsReceiver

LM

      Planned for Checkmk 2.4



Analysis and visualization
Storing of metrics independently of services with new time-series backend
UI for working in a flexible way with those metrics

Monitoring integrations
Powerful plug-ins for creating services requiring more complex computations  
Specialized plug-ins for typical use cases (e.g. HTTP errors)
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In-depth application monitoring coming to CMK

LM

      Accepted for future release
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LM

Infrastructure

Applications

User experience

Full stack monitoring



Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
& development 

Great user 
experience 
for beginners 
and experts

Our focus for Checkmk 2.4
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Powerful configuration

LM



Our current focus for Checkmk
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Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

LM

Monitoring platform 
Secure & scalable



Our current focus for Checkmk
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Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

LM

Monitoring platform 
Secure & scalable. Powered by AI



Predictive monitoring
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AI powered Checkmk

Anomaly detection & correlation

Natural language interaction

Assisted development

LM



Extend existing capabilities

⬢ Calculates prediction based 
on historical data learns 
continuously

⬢ Ideal for detecting spikes, …
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Predicting individual metrics for intelligent alerts 

+ Extend metric coverage
+ Improve usability and 

visualization

      Accepted for future release

LM
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LM

Imagine your personal ‘Andreas’ …



      Planned for Checkmk 2.4

LM



LM



LM
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Assisted extension development
      Accepted for future release

LM
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Powered by

Monitoring dynamic systems at scale

Dynamic host 
managementPiggyback

LM



Multiple data sources joined together

LM

Munich

VM 1 VM 2

Checkmk Site

vSphere node

            VMware vCenter

VM1 VM2

VM 1

Piggyback
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Piggyback in distributed not shared between sites

Munich

VM 1 VM 2

Checkmk Site

vSphere node

            VMware vCenter

VM1 VM2 VM3 VM4

Bielefeld

VM 3 VM 4

Checkmk Site

vSphere node

No vCenter information 
about the virtual machines

LM

Piggyback



43

Adding distributed piggyback support
      Planned for Checkmk 2.4

Munich

VM 1 VM 2

Checkmk Site

vSphere node

            VMware vCenter

VM1 VM2 VM3 VM4

Bielefeld

VM 3 VM 4

Checkmk Site

vSphere node

Complete visibility 
into VMs!

VM3 VM4

LM

Piggyback



⬢ Hosts are automatically created with ‘dynamic host management’

⬢ Typical use case: piggyback data
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Automatic configuration for dynamic data sources

LM

~ 7 s

~ 12 s

Dynamic config



Status quo

⬢ Dynamic configuration daemon does 
all actions in one execution 
(create/delete hosts, discover 
services, activate changes)

⬢ Multiple connections run 
simultaneously
⬡ All connections start 

simultaneously at site start
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Improve multi-connection dynamic config handling 

LM

Planned changes

⬢ Parallel data collection

⬢ Host updates handled in dedicated 
queues for 
⬡ Create/delete hosts
⬡ Discover services
⬡ Activate changes

⬢ Sequential processing within these 
queues

Dynamic config

      Planned for Checkmk 2.4
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The (in)famous automation user

LM



Origin of the automation user

⬢ Enable local automations 
configuration-less

⬡ Internally for Checkmk

⬡ Also for use by users 

⬢ Managed by user, but required 
internally by Checkmk: not great …

⬢ Used in Dynamic configuration, agent 
registration,  …
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No more dependency to automation user

Planned changes

⬢ Replace the mechanism and currently 
required internal authentication 

⬡ No internal requirement for an 
automation user anymore

⬢ automation.secret file will no longer 
be necessary

LM

      Planned for Checkmk 2.4
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New UI technology powering a better Checkmk

mod_wsgi

Back-end rendered UI Front-end rendered UI

Improved usability & performance

⬢ We can build UI features faster

⬢ We can build more powerful features
(example: multi-step workflows)

⬢ We can build a faster UI

First impact on users in 2.4 

⬢ The graph editor can be operated 
much more smoothly

⬢ Tables can be searched and sorted 
more quickly 

⬢ Forms give feedback more quickly

LM

      Planned for Checkmk 2.4



⬢ Security standards for federal and defense cybersecurity compliance, specifically 
focusing on data encryption.

⬢ Mandatory for US federal agencies, institutions that receive federal funding, and many 
more

49

FIPS compliance. What is FIPS?

Federal Information Processing 
Standards (FIPS)

FIPS enabled on 
the OS level

LM
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Checkmk should run on FIPS-enabled OS 

Replace non-supported algorithms like MD5

Done Agent encryption, livestatus, notification spooler, password hashes, cookie 
signing, …

Open For monitoring server: signature of PDF reports (3rd party library)

For agents: signature of baked agents (workaround possible)

And anything else preventing Checkmk agents and server to run in a 
FIPS-enabled OS. 

LM

      Planned for Checkmk 2.4



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration

LM
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History of the Checkmk agent
Secure as not receiving any incoming data from network

Checkmk Server

Site

Host

systemd/
xinetd

Checkmk
agent
script

TCP 6556

LM

Pull

Checkmk Linux legacy agent

Executed as root



Checkmk
agent 

controller

Checkmk
agent
script
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History of the Checkmk agent
Secure as not receiving any incoming data from network

Checkmk Server

Site

Host

TCP 6556

LM

Checkmk Linux agent

Executed as root Executed as cmk-agent (unprivileged)

Pull

Push
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New mode: ‘non-root agent’

Agent can be updated as 
unprivileged user

Agent can be run as 
unprivileged user

LM



Our path to ‘non-root’ agent
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Non-root capable agent script and agent plug-ins
Run commands via sudo 

No dependency to package manager 
Agent updates using tarballs with less comfort features

Simple controls
Common configurable top level directory for all files

LM

      Planned for Checkmk 2.4



Agent updaterAgent controller
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Better integration between server and agents

cmk-update-agent registercmk-agent-ctl register

Agent controller 
registration

Agent updater 
registration

Current mode (Checkmk 2.3)

LM



Agent updaterAgent controller

57

Better integration between server and agents

cmk-update-agent registercmk-agent-ctl register

Agent controller 
registration

Agent updater 
registration

Agent controller 
registration

Agent updater can use both registrations

LM

      Planned for Checkmk 2.4



Agent controller
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Better integration between server and agents
      Accepted for future release

Steps towards the ‘one’ agent

All features of current controller and updater

⬢ Runs on all systems (incl. AIX and Solaris)

⬢ Considers use cases updater currently handles via xinetd/ssh

LM



Baseboard management controller

⬢ For remote management, e.g. if 
server is turned off / crashed

⬢ Often embedded on server, but 
independent component with 
dedicated network connection

⬢ Provides hardware sensor 
information (fan speed, power 
voltages, chassis intrusion)

59

Out-of-band management and monitoring 
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Monitoring baseboard management controllers
Integrated monitoring via host properties
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Two different objects shouldn’t be one host

⬢ Unclear monitoring state: 
what about unreachable OS 
vs. BMC?

⬢ Dealing with multiple OS 
complex: duplicate services

⬢ One can be DOWN, while the 
other is UP

Server 

Baseboard management controller (BMC)

OS Checkmk agent 192.168.0.37

192.168.1.24
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Monitoring baseboard management controllers
Integrated monitoring via host properties

Management board and host are two different entities. 
Shouldn’t be mixed from a monitoring perspective. 



Need to solve underlying need: 
Still have information in one place

Monitor as dedicated host

⬢ Dedicated host via SNMP
⬢ Dedicated host with special agent 

(IPMI Sensors via Freeipmi or IPMItool)
⬢ Dedicated host with new built-in 

Redfish MKP
⬡ Generic special agent for all 

modern out-of-band 
management hardware

⬡ Mainlined for Checkmk 2.4
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Recommended path going forward

Drawback

⬢ Server (hardware) and OS will 
appear as two different hosts. 

      Planned for Checkmk 2.4



64

Show related services in same view
Option 1

Concept - Work in progress!
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Link to related host
Option 2

Concept - Work in progress!
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Legend
Existing services

Compute / VM EC2 Compute Engine Virtual Machine

Storage & 
Backup 

Elastic Block Storage 
S3 and S3 Glacier

Cloud Storage
Filestore 

Blob Storage
Storage Accounts
Recovery Service Vaults

Database
RDS
DynamoDB
 Cloud SQL

DB for PostgreSQL 
DB for MySQL 
 

Load Balancer Application ELB
Network ELB Load Balancer Load Balancer 

Management Cost and Usage Cost Usage Details (cost)

Containers & 
Kubernetes

Container Service (ECS)
Kubernetes Service (EKS)

Cloud Run
Kubernetes Engine Kubernetes Service (AKS)

Functions Lambda Cloud Functions  

Networking
Route53
CloudFront
WAF

VPN Gateway
Traffic Manager

Cache ElastiCache for Redis Memorystore  

Other SNS
AD Connect
App Gateway
Web Apps
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Legend
Existing services
Newly planned 
services
* Adding flexible server 
support

Compute / VM EC2 Compute Engine Virtual Machine

Storage & 
Backup 

Elastic Block Storage 
S3 and S3 Glacier

Cloud Storage
Filestore 

Blob Storage
Storage Accounts
Recovery Service Vaults

Database
RDS
DynamoDB
Redshift Cloud SQL

DB for PostgreSQL*
DB for MySQL*
Cosmos DB

Load Balancer Application ELB
Network ELB Load Balancer Load Balancer 

Management Cost and Usage Cost Usage Details (cost)

Containers & 
Kubernetes

Container Service (ECS)
Kubernetes Service (EKS)

Cloud Run
Kubernetes Engine Kubernetes Service (AKS)

Functions Lambda Cloud Functions Azure Functions

Networking
Route53
CloudFront
WAF

VPN Gateway
Traffic Manager

Cache ElastiCache for Redis Memorystore Redis Cache

Other SNS
AD Connect
App Gateway
Web Apps

Planned for Checkmk 2.4



Several accepted.
Only if capacity 

available
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Plans for extending monitoring coverage 

Code contributions

Via pull requests

Commissioned projects

Solves immediate need of 
a customer. 

Queue to open again. 
Some requests can be 

implemented for 2.4

Currently 57 open.
To be tackled in next 

months.

Ideas portal

Free developments based 
on community demand

Update on current status
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Monitoring plug-in maintenance
      Accepted for future release

No more VBS
Replace remaining VBS based agent plug-ins (7)

Database monitoring
New MS SQL agent plug-in: test bed for future database monitoring 
architecture. Depending on feedback during 2.3: Adopt for other SQL DBs



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration



Making 
complex 
things simple. 

      Planned for Checkmk 2.4



Making 
complex 
things simple. 

      Planned for Checkmk 2.4



Roll out eventually to further workflows

⬢ Anything creating piggyback data: Kubernetes, VMware vSphere, Proxmox
⬢ Agent bakery 
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Cloud setup wizards are just the beginning

Improving multi-step workflows:  

⬢ Get things done quicker without the need for documentation
⬢ Preserve the concept of rules, but remove the pain to find the right rules
⬢ Reduce errors in configuration (e.g. didn’t configure dynamic configuration)
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‘Protect’ important rules
      Accepted for future release

Important (built-in) rules:  

⬢ A few rules are built-in and essential for proper functionality of Checkmk 
⬢ Checkmk & partners often create best-practice rules during consulting  
⬢ Can be just deleted without any warning

Enable protection via permissions 
and/or warning dialogs
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Refreshing discovered parameters on-the-fly

Already possible for service labels since 2.3



Discovered parameters:  

⬢ Used for defining a desired state, e.g. interface speed & status
⬢ Defining a new desired state requires a ‘rediscovery’: currently only via removing 

service and re-adding it (tabula rasa) possible

76

Refreshing discovered parameters on-the-fly
      Planned for Checkmk 2.4

Allow refreshing on the fly 
similar to service labels



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Great user 
experience 
for beginners 
and experts

Powerful configuration



Concept - Work in progress!
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WIP - Wireframe

Concept - Work in progress!
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WIP - Wireframe

Concept - Work in progress!
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Redesigning email notifications

Modern look and feel: 
“New” graphs

Traceability: Rule that 
triggered the notification

Informational: Service 
labels + Contact groups

Focused: Most important 
info on top
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Complete rework of notifications

A new way to configure notifications
Everything in one place. Smooth. Clever. With good workflows.

Reusable templates and connections
Built-in best practice templates. 
Create connections only once and then re-use

Redesigned notifications  
Receive helpful notifications in an easy-to-read modern look 

      Planned for Checkmk 2.4
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Top lists for graphs
      Accepted for future release

Added in 2.3

Limit graph dashlets to top entries



Notifications 

Graphs
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A mobile app for Checkmk
      Accepted for future release

Checkmk 2.5 Later

Views:  Hosts & services

Actions:  
Acknowledge problems, 
schedule downtimes

Note: Initially likely only available for public Checkmk instances. Will replace the mobile view. Out of scope: configuration



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
& development 

Powerful configuration

Great user 
experience 
for beginners 
and experts

LM
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REST-API extended and improved a lot already
Monitoring
Acknowledgements

Downtimes

Host status

Service status

Event Console

Metrics

Comments

SLA

Setup
Activate changes

Service groups

Service discovery

Hosts

Host groups

Host tag groups

Contact groups

Business Intel.

Folders

Passwords

Time periods

Setup
Agents

Users 

Rules

Rulesets

Auxiliary tags

Site Mgmt

User roles

Audit logs

Dynamic config

Notification rules

LDAP connection

2.2

2.22.2

2.2

2.02.0

2.0

2.0

2.0

2.0

2.1

2.0

2.0

LM

2.0

2.0

2.2

2.2

2.0

2.0

2.0

2.0

2.0

2.0

2.1

2.0

2.2

2.3

2.3

2.3

2.4
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Introduce API versioning
      Planned for Checkmk 2.4

Time for a versioned API

⬢ For users: Increased reliability and transparency

⬢ For Checkmk: Freedom to implement substantial changes

⬢ Currently discussing:

⬡ Versioning of entire API

⬡ Versioning of individual endpoints

LM
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⬢ Many customers configure Checkmk 
entirely via REST API

⬢ Many singular optimizations done over 
last years

⬢ Analyzing potential of more substantial 
changes, e.g. in data serialization / 
validation

⬢ Focus of improvements are very large 
environments

Improve REST API performance

LM

      Planned for Checkmk 2.4
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Improving the runtime stability of Checkmk

LM

REST-APIAutomation scripts Checkmk data

ValidationValidation

During update
⬢ Configuration and state files are validated  
⬢ Incompatible config leads to aborted update

      Planned for Checkmk 2.4

ERROR 50x!



Our current focus for Checkmk
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Monitoring platform 
Secure & scalable 

Alerts & analytics

Monitor anything Extensible 
interfaces 
for automation 
and development 

Powerful configuration

Great user 
experience 
for beginners 
and experts
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Improved multilingual support
Contributions now properly effective for stable version



Website

Website

Product

Product

AI-assisted high-quality translations
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User guide

User guide

Current focus

AI-assisted translation 

Glossary
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Multilingual user guide
Live now in Spanish, Italian and French!



Help us by fixing translations!
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User guide Product

translate.checkmk.comgithub.com/checkmk/checkmk-docs
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The Checkmk UX strategy

Efficiency
Error 

prevention & 
recovery

Consistency Accessibility

      Many smaller projects …       … larger projects 
Notifications

Setup made easy
No more ‘Show more’



Navigation 2.5

Goal: Balance between rate of 
change & improvements

Paradigm 

⬢ Intuitive

⬢ As few clicks as possible

⬢ Easy for beginners, 
powerful for Experts

The next big topic: Navigation 2.5

A lot of positive feedback

+ Search bar for setup
+ Clear split between 

Monitor & Setup
+ No more scrolling 

Improvement areas

- No. of Setup / Monitor
entries and structure

- ‘Show more’ 

      Accepted for future release

Checkmk 2.0 ... Checkmk 2.5

Navigation 2.0

⬢ Monitor

⬢ Customize

⬢ Setup



Infrastructure

Applications

User experience Synthetic Monitoring

Improving the core and going beyond!

Hybrid IT Monitoring

Self-
hosted  SaaS




