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Beyond features…
Major news this year



Synthetic Monitoring has arrived 
Gain deep insights into your applications’ user experience.



Software-as-a-Service version of Checkmk 
Zero to monitoring in 5 minutes.
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Checkmk MSP 
Major upgrade for the ‘CME’
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Less network worries 
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What’s new in Checkmk 2.3



Our focus for Checkmk 2.3
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Monitoring platform  

Secure & scalable 

Alerts & analytics

Monitor anything
Extensible 

interfaces  

for automation  
& development 

Great user 

experience  

for beginners  
and experts

Powerful configuration



⬢ Completely revised HTTP endpoint monitoring 

⬡ Much more powerful configuration 

⬡ Much better alerts and status info  

⬢ In-depth certificate monitoring 

⬡ For all application protocols via TCP, 
e.g. web sites, LDAP, databases

13

Modern web services monitoring
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Modern web services monitoring

New in 2.3: Powerful & efficient monitoring of web services 
14:00 – 14:30 | Marcel Arentz (Product Manager, Checkmk)
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⬢ Goal: drop-in replacement 

⬢ Auto-detection and high performance 

⬢ Support of a wide range of special MS SQL setups 

⬢ More powerful and fine-grained configuration options 

⬢ Any MS SQL database: locally or remote/in the cloud, 
e.g. Azure SQL

Monitor any MS SQL database 
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⬢ Goal: drop-in replacement 

⬢ Auto-detection and high performance 

⬢ Support of a wide range of special MS SQL setups 

⬢ More powerful and fine-grained configuration options 

⬢ Any MS SQL database: locally or remote/in the cloud, 
e.g. Azure SQL

Monitor any MS SQL database 

New in 2.3: Next generation database monitoring 
16:15 – 16:35 | Marcel Arentz (Product Manager, Checkmk)
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Monitor any Kubernetes Setup

Supported platforms

‘Vanilla’ 
Kubernetes

Google 
Kubernetes 

Engine AWS EKS

* Now also available in Checkmk Enterprise and Checkmk MSP

Azure  
AKS
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⬢ Autopilot: highly managed 
Kubernetes service by 
Google Cloud 

⬢ Checkmk Kubernetes 
collectors reviewed by 
Google security team  

⬢ Checkmk one of only 16 
workloads allowlisted 

16

Checkmk now an official Google Cloud Partner
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Just another pull request
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In-depth Nutanix monitoring now available!
Cluster monitoring
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In-depth Nutanix monitoring now available!
Node monitoring

VM monitoring
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Redfish compatible Mgmt Controller 
New built-in extension package
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What is Redfish?

© ChatGPT ;-)
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What is Redfish?

© ChatGPT ;-)

DMTF’s Redfish® is a standard designed to deliver 
simple and secure management for converged, hybrid 
IT and the Software Defined Data Center.
Redfish support on server  
⬢ Advantech SKY Server BMC 
⬢ Dell iDRAC BMC  
⬢ Fujitsu iRMCS5 BMC 
⬢ HPE iLO BMC  
⬢ HPE Moonshot BMC  
⬢ Lenovo XClarity Controller (XCC) BMC 
⬢ Supermicro X10 & X11 BMC  
⬢ IBM Power Systems BMC  
⬢ IBM Power Systems Flexible Service Processor 
⬢ Cisco Integrated Management Controller 
⬢ Data center equipment, e.g. PDU
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Started with a few specific implementations



Too many single agents… let’s build a universal one 

24

It can’t be that hard…
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Server monitoring via Redfish has arrived
Dell iDRAC7
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Server monitoring via Redfish has arrived
HPE iLO6



Checkmk 2.4:  
native support 

‘Stable’ feature 

Will be mainlined for 2.4 
and maintained then by 
Checkmk GmbH

Checkmk 2.3: available as built-in MKP 

‘Experimental’ feature 
⬢ Proven by many users, but further feedback required for 

‘generic’ solution 

⬢ Current mode allows Andreas to react quickly 

⬡ Mainlining limits larger changes as incompatibilities need 
to be minimal 

⬢ Feedback (create issues) & updates (download MKPs) via 
https://github.com/Yogibaer75/Check_MK-Things

28

Modus operandi for Checkmk 2.3 and outlook

https://github.com/Yogibaer75/Check_MK-Things


Andreas Döhler 

Top code contributor



Pure Storage FlashArray monitoring 

New major integration via Purity API 

⬢ Internal alerts 

⬢ Overall capacity 

⬢ Volume capacity 

⬢ Storage bay 

⬢ Ethernet, fibre channel & InfiniBand 
ports 

⬢ Fans

30

Future-proof storage monitoring
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Future-proof storage monitoring

NetApp ONTAP monitoring  

Drop-in replacement for existing monitoring 

⬢ Previous NetApp via WebAPI 
monitoring based on ONTAPI (ZAPI) 

⬡ ONTAPI not enabled by default anymore 

⬡ NetApp planned removal for early 2024 

⬢ New NetApp via Ontap REST API 
monitoring based on NetApp ONTAP 

⬡ Same check plug-ins as before 

⬡ Future-proof



Early 2023: needs attention 

⬢ Originally built versus REST API v1  

⬢ Timeouts, buggy views, usability 
issues

31

ntopng integration for Network Flow Monitoring
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ntopng integration for Network Flow Monitoring

Fixed and improved ntopng integration 

⬢ Built on REST API v2 

⬢ Everything works properly  
(views, filters, dropdowns) 

⬢ Many usability / error message fixes 

⬢ Better performance 

⬡ Re-architecture to handle long API 
calls (incl. implementation of 
pagination)
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75+ improvements to existing integrations

Examples

* Also released for Checkmk 2.2

More checks Cisco Meraki: power supplies 
Linux bonding interfaces: expected bonding mode 
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75+ improvements to existing integrations

Examples

* Also released for Checkmk 2.2

More checks Cisco Meraki: power supplies 
Linux bonding interfaces: expected bonding mode 

More info Connection state of interface on Windows  
Microsoft Azure tags imported as service labels

check_mail: enable EWS and OAuth2 for Microsoft Mail monitoring*  
CPU load: alert on 1 & 5-min average (before: only 15-min average)

Improved  
configuration
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Better controls for CPU load monitoring
Example for improved configuration

Alerting limited to 15-min average
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Better controls for CPU load monitoring
Example for improved configuration

Alerting limited to 15-min average
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Better controls for CPU load monitoring
Example for improved configuration

Before
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Better controls for CPU load monitoring
Example for improved configuration

NowBefore
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Better controls for CPU load monitoring
Example for improved configuration

Now

This is not the 
default! 

Before
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Default parameters included in manpage now



new systems

36

100+ new and improved monitoring plug-ins

30+

Not showing all reworked checks or fixed checks as the slide would otherwise explode.
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Our focus for Checkmk 2.3
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Monitoring platform  

Secure & scalable 

Alerts & analytics

Monitor anything
Extensible 

interfaces  

for automation  
& development 

Great user 

experience  

for beginners  
and experts

Powerful configuration
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Host labels for ‘all’ operating systems

Label key Description Example values

cmk/os_type Broad OS type 
category

windows 
linux 
unix

cmk/os_platform Specific OS family debian 
ubuntu

cmk/os_name The name of the 
OS

Ubuntu 
AIX 
Microsoft Windows 10 
Pro

cmk/os_version The version of the 
operating system

22.04 
10.0.19045
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Yes, also via the REST-API!!!Before
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Combine labels as you wish! 
More flexible rule conditions
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Combine labels as you wish! 
More flexible rule conditions
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More labels → 
more clicks? 
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Here comes the revised periodic service discovery

Limited control 

⬢ No option to only update host labels 

Before
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Fine-grained control 

⬢ Combine options as you need 
⬢ Available also in  

bulk service discovery and REST API 

Limited control 

⬢ No option to only update host labels 

Before Now
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On-the-fly updating of service labels 

⬢ No more ‘tabula rasa’ needed to update service labels 
⬢ New options in service discovery: update individual or all service labels  
⬢ Improved visualization of service label changes
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More service discovery improvements!

44

More consistency 

'Automatically update service configuration' enabled & 'Do not activate changes'  

→ Changes now appear in ‘Activate pending changes’ & audit log

1) Also released for 2.2.0p17 
2) Also released for 2.2.0p5
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More consistency 

'Automatically update service configuration' enabled & 'Do not activate changes'  

→ Changes now appear in ‘Activate pending changes’ & audit log

Better error messages: 
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→ ‘Automatic rediscovery currently not possible due to failing data source(s).  

Please run service discovery manually’ 1)

1) Also released for 2.2.0p17 
2) Also released for 2.2.0p5

 

More transparent service discovery: 2) 
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Monitoring platform  

Secure & scalable 

Alerts & analytics

Monitor anything
Extensible 

interfaces  

for automation  
& development 

Great user 

experience  

for beginners  
and experts

Powerful configuration
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Insights in large environments with Top lists 

46



Top lists dashlet 

⬢ Rank any metric 

⬢ Add to dashboards easily 

⬢ Filter via flexible host and 
service filters 

⬢ Find the right metric with 
helper functions 

⬢ Simple configuration 

⬢ Quick loading time, even 
in large environments

47

Available as easily configurable dashlets



New OrderBy header
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Powered by new livestatus functionality
Enable Top lists and much more in the future

$ lq 'GET hosts\nColumns: name\nOrderBy: name asc' 
ahost  
bhost 
…

$ lq 'GET hosts\nColumns: name\nOrderBy: name\nLimit: 1' 
ahost



New column performance_data
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Powered by new livestatus functionality
Enable Top lists and much more in the future

OMD[heute]:~$ lq << EOF 
> GET services 
> Columns: description performance_data 
> Filter: description = CPU load 
> OutputFormat: python 
> EOF 
[["CPU load",{"load1":0.62,"load5":0.64,"load15":1.13}]]



Combination of new column performance_data and OrderBy header
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Powered by new livestatus functionality
Enable Top lists and much more in the future

$ lq << EOF  
GET services 
Columns: host_name description performance_data 
OrderBy: performance_data.user_time 
EOF 
...



New Linux and Windows overview dashboards 
Utilizing Top lists to render quickly in any environment
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empty graph 

legends

No more 
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More and 
better metrics 
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Quality of Life improvements for graphs
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Quality of Life improvements for graphs

New in 2.3: More developer APIs 
16:35 – 17:15 | Moritz Kiemer (Team Lead Development)
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Machine-learning based predictive monitoring

⬢ Prediction graphs of remote sites can be viewed on central site 
⬢ Several Quality of Life improvements, e.g. more robust predictions, better UI



What… Can Checkmk do L2 and 
L3 network visualization now???

54

This looks cool…
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What… Can Checkmk do L2 and 
L3 network visualization now???

Kind of …
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This looks cool…
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We provide a powerful backend for visualizations

CDP

LLDP

Other sources

topology.json Visualization in 
Checkmk
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The solution for data creation
Network Visualization Data Creation Tool by thl-cmk 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct
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The solution for data creation

Network Visualization Data Creation Tool 
(NVDCT)

Visualization in 
Checkmk

Community project 
thl-cmk

Checkmk responsibility 
schnetz

Network Visualization Data Creation Tool by thl-cmk 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct
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by thl-cmk 
Network Visualization Data Creation Tool 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct 

Create Layer 2 (CDP/LLDP) topology

Create Layer 3 (IPv4) topology

Highlight connection issues (speed, duplex/half duplex, native VLAN)

Custom connections (STATIC) for data that is not in Checkmk

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct


Requires 

CDP cache plugin 
LLDP cache plugin 
IPv4 address plugin 
Interface name plugin 
HW/SW inventory 
Host labels
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Plugin(s) for data collection
Components of Network Visualization Data Creation Tool by thl-cmk  
 

Automatic 
population of HW/

SW inventory 
with data

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct/-/blob/master/HOWTO.md  

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_cdp_cache
https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_lldp_cache
https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct/-/blob/master/HOWTO.md
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Automatic 
population of HW/

SW inventory 

with data

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct/-/blob/master/HOWTO.md  

Plugin(s) for network data collection and analysis
Components of Network Visualization Data Creation Tool by thl-cmk 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_cdp_cache
https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_lldp_cache
https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct/-/blob/master/HOWTO.md
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Modify a copy of 

~/local/bin/nvdct/ 
nvdct.toml

Configuration of 
network 

visualization data 
creation tool

Plugin(s) for network data collection and analysis
Components of Network Visualization Data Creation Tool by thl-cmk 

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_cdp_cache
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Configuration of 
network 

visualization data 
creation tool

Plugin(s) for network data collection and analysis
Components of Network Visualization Data Creation Tool by thl-cmk 

Automatic 
analysis of 

network 
connections

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_cdp_cache
https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_lldp_cache
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Automatic 
population of HW/

SW inventory 

with data

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/nvdct/-/blob/master/HOWTO.md  

Modify a copy of 

~/local/bin/nvdct/ 
nvdct.toml

Configuration of 
network 

visualization data 
creation tool

Accessible via host icon 

Network layer topology 

Use as basis to further 
tune your nvdct.toml 
configuration

Plugin(s) for network data collection and analysis
Components of Network Visualization Data Creation Tool by thl-cmk 

Automatic 
analysis of 

network 
connections

https://thl-cmk.hopto.org/gitlab/checkmk/vendor-independent/inventory/inv_cdp_cache
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Thomas Labinski 

Top Exchange Contributor
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experience  
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Numerous UX improvements in 2.3!

Efficiency

Error 

prevention & 

recovery

Consistency Accessibility

New in 2.3: Improved UX 
17:15 - 18:00 | Tanja Hohenstatt (UX Designer, Checkmk)



Our focus for Checkmk 2.3
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Monitoring platform  

Secure & scalable 

Alerts & analytics

Monitor anything
Extensible 

interfaces  

for automation  
& development 

Powerful configuration

Great user 

experience  

for beginners  
and experts
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All aspects of a monitoring plug-in now covered

Check plug-in & 

HW/SW inventory

Agent-based API v2
Ruleset

Ruleset API v1

Metrics, Graphs, 

Perf-O-Meters

Graphing API v1

Special 

Agent / Active 

Check
Server-side calls API v1

New developer APIs
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All aspects of a monitoring plug-in now covered

Check plug-in & 

HW/SW inventory

Agent-based API v2
Ruleset

Ruleset API v1

Metrics, Graphs, 

Perf-O-Meters

Graphing API v1

Special 

Agent / Active 

Check
Server-side calls API v1

New developer APIs

New in 2.3: More developer APIs 
16:35 - 17:15 | Moritz Kiemer (Team Lead Development, Checkmk)



1) Also backported in 2.2 
2) Also backported in 2.1 and 2.2 67

Extended and reworked REST API

New API endpoints 

⬢ Notification rules (5x) 

⬢ Dynamic configuration (3x) 

⬢ Audit logs (2x) 

⬢ Activate changes:  
show all pending changes1) 

⬢ Downtimes:  
modify scheduled downtime 

⬢ Rules: modify rule (preserving it)2)



Improvements 

⬢ Better handling of custom attributes 
for users and hosts 

⬢ Handling of distributed environments 

⬢ Uniqueness of operations 

⬢ Edition and version are exposed via 
HTTP headers2) 

⬢ Last seen for the REST API usage 

⬢ Better documentation

1) Also backported in 2.2 
2) Also backported in 2.1 and 2.2 67

Extended and reworked REST API

New API endpoints 

⬢ Notification rules (5x) 

⬢ Dynamic configuration (3x) 

⬢ Audit logs (2x) 

⬢ Activate changes:  
show all pending changes1) 

⬢ Downtimes:  
modify scheduled downtime 

⬢ Rules: modify rule (preserving it)2)







msekania 

Top Code Contributor 
Community Projects 
Ansible Collection



Our focus for Checkmk 2.3
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Monitoring platform  

Secure & scalable 

Alerts & analytics

Monitor anything
Extensible 

interfaces  

for automation  
& development 

Powerful configuration

Great user 

experience  

for beginners  
and experts
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Two-Factor Authentication
Authenticator app support + overall better user experience
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Security improvements: bits & pieces

Category
Default 

password policy
Category

Improved 
symmetric 

agent 
encryption 

Improved SAML

Security log var/
log/ 

security.log

Security best 
practices



Before
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Effective performance boosts for the UI (I/II)

Faster loading of host / service views 

‘Add to report / dashboard’ reworked 

⬢ Before: all reports and dashboards 
were ‘read’ for every host/service 
view  

⬡ Higher loading time the more 
custom reports / dashboards 
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Effective performance boosts for the UI (I/II)

Faster loading of host / service views 

‘Add to report / dashboard’ reworked 

⬢ Before: all reports and dashboards 
were ‘read’ for every host/service 
view  

⬡ Higher loading time the more 
custom reports / dashboards 

Faster loading of host / service views 

‘Add to report / dashboard’ reworked 

⬢ Before: all reports and dashboards 
were ‘read’ for every host/service 
view  

⬡ Higher loading time the more 
custom reports / dashboards  

⬢ Now: only loading on-demand 

⬡ Not as ‘cool’, but much faster  
in large setups!

Now
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Effective performance boosts for the UI (II/II)

Faster loading of audit log 

‘Audit log’ reworked 

⬢ Audit log rotation for files >300MB 

⬡ Included in update mechanic 

⬢ Redesign of audit log page  

⬡ Selector for audit log 

⬡ Option to toggle columns 

⬢ Audit logs in large environments 
can be viewed MUCH faster
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Performance boosts for distributed setups
Activate changes

Very large distributed setups 

Improved parallelization  
→ More sites can perform activation at same time

Checkmk MSP 

Additional caching and improved storage of intermediate results 
→ Preparation phase for distributing changes to remote sites faster
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Appliance 1.7.0 goes Debian 12

OS upgrade to 
Debian 

bookworm



77

Appliance 1.7.0 goes Debian 12

OS upgrade to 
Debian 

bookworm

New 
filesystem: 
OverlayFS 



77

Appliance 1.7.0 goes Debian 12

OS upgrade to 
Debian 

bookworm

New 
filesystem: 
OverlayFS 

UEFI support 



77

Appliance 1.7.0 goes Debian 12

OS upgrade to 
Debian 

bookworm

New 
filesystem: 
OverlayFS 

UEFI support 

Boot loader 
upgrade  
(GRUB 2) 
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⬢ Already in 2.2  
Basic pre-flight check, 
but during (partially 
irreversible) site update  

⬢ New  
Proper pre-flight check 
Site updates now only 
happen after 
‘completed verifying 
site configuration’ 

⇒ Reversible abort

79

Improved pre-flight check for update
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Improved pre-flight check for update



Further reading materials 

⬢ Features overview   https://checkmk.com/product/latest-version  
⬢ 2.3 blog collection   https://checkmk.com/blog/discover-

checkmk-23  
⬢ 1250+ werks in 2.3.0  https://checkmk.com/werks  
⬢ Release notes   https://docs.checkmk.com/2.3.0/en/

release_notes.html  
⬢ Update guide   https://docs.checkmk.com/2.3.0/en/

update_major.html  
⬢ Forum announcements https://forum.checkmk.com/c/announcements/ 
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Let’s go!

https://checkmk.com/product/latest-version
https://checkmk.com/blog/discover-checkmk-23
https://checkmk.com/blog/discover-checkmk-23
https://checkmk.com/werks
https://docs.checkmk.com/2.3.0/en/release_notes.html
https://docs.checkmk.com/2.3.0/en/release_notes.html
https://docs.checkmk.com/2.3.0/en/update_major.html
https://docs.checkmk.com/2.3.0/en/update_major.html
https://forum.checkmk.com/c/announcements/


One more thing
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comNET 

2.3 Bug Hunter
SVA 

2.3 Bug Hunter
REWE digital 

2.3 Bug Hunter



Markus Hubler 

2.3 Lifesaver
Daniel Lapointe 

2.3 Marathon Man



Andre Eckstein 

Oli-Kahn-Memorial Award



Audience Q&A Session

ⓘ Click Present with Slido or install our Chrome extension to show live Q&A 
while presenting.

https://www.sli.do/features-google-slides?interaction-type=UUE=
https://www.sli.do/features-google-slides?payload=eyJwcmVzZW50YXRpb25JZCI6IjFxQjV0VjVKYUpuc0FfVUdEWnV2ZEpyWUNNX3ZiU183VHI2aVZaQUFBWDJzIiwic2xpZGVJZCI6IlNMSURFU19BUEk5NTQ3NjU3MzFfMCIsInR5cGUiOiJTbGlkb1FBIn0=
https://chrome.google.com/webstore/detail/slido/dhhclfjehmpacimcdknijodpjpmppkii



